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Summary  

 

Since its beginning in the late 1950‘s, microelectronics has been characterized by an 

impressive growth in performances, unmatched by any other technology. This 

exponential evolution has been formalized in the empiric Moore‘s Law that states that 

the complexity of integrated circuits doubles every 18-24 months. The end of the 

growth has been announced several times, on different grounds, but all forecasts have 
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been proved to be wrong. However limits exist, if nothing else because of physical 

principles, and as the size of elementary devices is nearing the one of molecules, they 

appear to loom not too far ahead. In this article we will shortly describe the reasons 

underlying the seemingly unstoppable progression of Microelectronics, based on CMOS 

technology, into the nanometer range, and then move to consider the limits that are 

appearing to the continuation of the present approach, not only on physical and 

technological grounds, but also considering the economic implications. Then we will 

briefly discuss the possible emerging alternatives and their outlook and bottlenecks. 

 

1. Introduction 

 

The official start of Solid-State Electronics, the first step towards Microelectronics, is 

officially set in 1947, when John Bardeen, Walter Brattain and William Schockley 

realized the first contact transistor at the AT&T Bell Labs, an achievement for which 

they received the Nobel Prize in 1956. But it was only ten years later in 1958 that Jack 

Kilby and Robert Noyce, working independently at Texas Instruments and Fairchild 

developed the concept of the Integrated Circuit, demonstrating the possibility of 

integrating several components on the same piece of semiconductor material to produce 

a functional circuit element. At that point Microelectronics was really born: functional 

devices requiring the assembly of several discrete components on a board with a size of 

several centimeters could be replaces by a tiny piece of silicon, a few millimeters 

square. From that moment on the progression of Microelectronics has been incredibly 

fast, outperforming all other technologies. 

 

2. The Growth of Microelectronics 

 

2.1. The Moore’s Law 

 

The exponential growth of Microelectronics found its first formal definition in 1965, 

when Gordon Moore, to become one of the co-founders of Intel, published a paper on 

―Electronics‖, in which he made the remark that, from its beginning, less than 10 years 

before, the transistor density of minimum cost integrated circuits had been increasing at 

an exponential rate, doubling every year. This observation was confirmed and better 

defined in a later publication in 1975, in which the rate of growth, based now on 17 

years of history was revised to doubling every two years. This observation became soon 

popular as the ―Moore‘s Law‖, or the ―First Moore‘s Law‖. Even if it can be hardly 

considered a ―law‖ in the physical science, this empirical relationship between density 

of integrated circuits and time has proven to be valid over a period of more than 50 

years. 

 

The average growth rate has been different for different types of integrated circuits 

(with memories growing faster than microprocessors), but the average time to doubling 

of device density has kept between 18 months (for memories) and two years (for 

microprocessors). In spite of recurring prophecies about its end, Moore‘s Law has been 

widely accepted as a basic characteristic of Microelectronic industry, and has become a 

basic assumption for all technology planning. 

 



CIRCUITS AND SYSTEMS - Integration Limits – Vol. II - Livio Baldi 

©Encyclopedia of Life Support Systems (EOLSS) 

There have been several formulations of the Moore‘s Law: the first one referred to the 

number of devices per integrated circuit at minimum cost, but it was soon simplified, for 

reasons that we will see in the following chapter, to the maximum transistor count per 

integrated circuit. 

 

Additional exponential laws have grown around the Moore‘s Law, most notably the 

ones referring to maximum transistor operating frequency, and to the clock rate of logic 

circuits. 

 

 
 

Figure 1. evolution of Moore‘s Law 

 

2.2. What is behind Moore’s Law 

 

In his presentation of 1975 Moore identified three major contributions to this growth: 

 increase in chip area, made possible by the progress in technology and material 

quality; 

 the use of finer scale structures, made possible by more advanced lithographic 

technology, and 

 device and circuit cleverness, which covered not only the circuit design but also the 

architecture of the basic switching device that, in that time, was moving from 

bipolar to MOS. 

 

For the first factor, Moore indicated a limit around 0.3 sq. inches (around 2 cm
2
) which 

corresponded to doubling the maximum size available at that time. This prevision has 

been verified, and current maximum size of integrated circuit does not usually exceed 

this limit, for technical reasons, related to lithography, and for economical reasons, 

related to defect density. 

 

There is no doubt that the second factor has been the one giving the largest contribution. 

Already Moore considered possible to reduce typical device size to the micron or 

submicron region. What happened was that typical minimum geometry size has been 

reduced from about 5 micron in 1975 to less than 50 nanometers in 2010, with a 

reduction in the area of the basic device of four orders of magnitude. If we consider that 

the maximum density shown by Moore in 1975 was around 50K transistors, and the top-
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of-the-line Intel microprocessor in 2005 is around 500Mtransistors, we can recognize 

that scaling of device structures has been the main driving factor. 

 

The last contribution, according to Moore was already almost exhausted. It still plays a 

role, as shown from the difference in integration density between memories and logic 

circuits (around one order of magnitude), but has not increased significantly. On the 

contrary, often design approaches privilege design speed over circuit density. 

 

If we try to understand what is behind this exponential growth, which surprisingly spans 

more than 50 years, we have to distinguish between physical feasibility, technological 

viability and economical motivations that justify the effort. 

 

All three factors have been important for the evolution of Microelectronics till now, and 

must be considered in defining its limits. 

 

2.3. The Physical Feasibility 

 

The evolution of Microelectronics has been based on the use of the MOS transistor as 

basic switching element. The main advantages of MOS over bipolar transistors are: 

 the low intrinsic complexity of the transistor architecture; 

 the possibility to realize logic circuits based on complementary MOS architectures 

(CMOS) that do not dissipate power in stand-by, but only during operation (a sort of 

pay-for-use approach); 

 the high input impedance that simplify design and makes large fan-outs possible; 

 the intrinsic scalability of the basic transistor, which allows to reduce the size of the 

device, when the technology is available, without impacting the physical 

mechanism. 

 

The last factor has been surely the most important, since it has allowed scaling the size 

of critical devices along an evolutionary path, with a sequence of progressive 

improvements to basic technology. In simple terms scalability means that two 

transistors of different size behave in the same way if their physical and geometrical 

parameters are scaled by the same factor. Besides insuring the continuity of the physical 

mechanism, scaling laws, first described by Dennard in 1974, allow to derive in a 

simple way the main physical parameters that the scaled transistor must have to work 

properly. 

 

2.4. The Technical Factors 

 

Optical lithography has been the main technological enabler of transistor scaling, 

allowing defining the geometrical elements of the transistors and of the integrated 

circuits with always increasing resolution. The basic principle, that is in its essence the 

use of ―an optical microscope running backwards‖, was presented by Feynman in 1959 

in its famous talk at the annual meeting of the American Physical Society: an image, 4-5 

times the size of the final structure to be realized, is generated on a glass plate (mask) by 

e-beam writing, and afterwards reproduced on silicon wafers through a reduction optical 

system. This approach combines the high resolution of the electron beam systems, with 

the low cost and high throughput of optical printing. Optical lithography has started to 
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show its limitation when the features to be imaged have approached the wavelength of 

the light used in the system. Shorter wavelengths, in the UV range have been 

introduced, down to 193nm, and by using water immersion to decrease the effective 

wavelength, coupled with image correction techniques it has been possible to extend the 

limits of optical lithography to the 45nm range. Lack of transparent materials for lenses 

at lower wavelengths has stopped further progress in this direction. 

 

Several technological breakthroughs have been needed to overcome the practical 

problems related to the down-scaling of transistor size, but they have not implied any 

fundamental change to the basic device architecture, which has allowed a smooth 

transition from one generation to the other. It is not the purpose of this article to analyze 

in detail the CMOS technology, and we will quote only the major innovations that have 

allowed it to move into the deep submicron region: 

 Massive use of ion implantation for precisely controlled silicon doping 

 Introduction of CVD and, more recently, ALCVD as layer deposition technology; 

 Use of refractory metal silicides as low resistivity interconnections; 

 Introduction of CMP for dielectric planarization, which has made possible to 

increase drastically the number of metal interconnections; 

 Introduction of Copper for low-resistivity metal interconnection layers. 

In parallel, the quality of the materials, of the equipment and of the manufacturing 

plants has gone through a continuous improvement process to reduce defect size and 

defect density to allow achieving high production yields for devices including hundreds 

of millions, if not billions, of deep submicron components. 

 

All this progress in manufacturing technology has implied huge investments in R&D 

and equipment development that have been compensated by the increase in 

productivity. 

 

2.5. The Economic Drive 

 

The real driving factor for the Moore‘s Law, made possible by the scalability of the 

basic device architecture and by the timely development of the critical technology steps, 

has been the economical push. If we look at the growth of the market of 

Microelectronics it shows a constant average growth of around 10-12%, in spite of wide 

periodical oscillations.  

 

These oscillations are less evident if we look at the number of sold units, rather than at 

the economical value, because they were largely caused by price variations. The 

exponential growth of any product is normally related to the presence of an unsaturated 

market: if all production is sold and the profit is reinvested to make more products, the 

consequence will be an exponential growth until the available market is saturated. What 

is surprising is that the Microelectronics market has kept the characteristic of an 

unsaturated market over such a long period of time.  

 

The reason goes back to the Moore‘s Law:  

 production cost of integrated circuits is largely proportional to the area and 

independent from technology generation, because the increase in complexity, going 
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to smaller geometry size, has been traditionally compensated by improvements in 

manufacturing efficiency; 

 therefore by making devices smaller more product are obtained at the same costs, 

and price can be lowered; 

 for the same component, reducing the area, the price is reduced and the potential 

market is increased; and 

 for the same area, that is the same price, more complex functions can be offered 

which opens the way to new applications and creates new markets. 

 

 
 

Figure 2. Market of Microelectronics (source: WSTS, IC Insights) 

 

Of course there are additional costs that do not scale as the area, like the ones for testing 

and packaging, and effective area scaling does not really go as the square of the 

geometrical linewidth scaling, because of peripheral contact structures for chip wiring to 

package that do not scale, but in general chip costs scale almost as the square of 

geometrical scaling factor.  

 

An additional push towards the continuation of Moore‘s Law has been given by the 

additional benefits that can be obtained by scaling the geometrical and physical 

parameters of transistors, according to the principles proposed by Dennard. As shown in 

the table below, by applying the same scaling factor k to geometrical, physical 

parameters and to supply voltage, the typical delay time is also reduced by the same 

factor, and the power*delay figure is reduced as the third power of the scaling factor, 

while total power dissipation is reduced and power density is kept constant. 

 

The advantages in terms of reduction of delay time can be even larger (up to the square 

of the scaling factor) if the supply voltage is scaled less than the geometrical 

parameters, which is what happened for high performance CMOS technology where 

going from the 6 μm technology of 1974 to the 65 nm technology of 2006 (a factor of 

almost 100 of geometrical scaling), the supply voltage has been scaled from 5 V to 1.2 

V (for a scaling factor of less than 5). 
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Device/Circuit Parameter Scaling Factor 

Device dimension tox, L, W 1/k 

Doping concentration Na k 

Voltage V 1/k 

Current I 1/k 

Capacitance εA/tox 1/k 

Delay time/circuit VC/I 1/k 

Power dissipation/circuit VI 1/k
2
 

Power density VI/A 1 

 

Table 1. Constant voltage scaling rules and impact on device performances. 

 

As a result the operating speed of all logic devices has increased exponentially, 

following a trend that parallels closely the Moore‘s Law for device density, as shown by 

the evolution of the clock frequency of microprocessors, given in Figure 3. 

 

The continuous increase in performances joins the economical push from the reduction 

in specific production costs towards the extension of Moore‘s Law, in order to insure a 

continuous growth of the market. A demonstration of the success of this strategy is 

shown not only by the persistence of the Moore‘s Law over the past 50 years, but by the 

presence of applications based on Microelectronics in all aspects of everyday life: from 

cellular phones to personal computers, from Smart Cards to Digital Television, from 

Internet based services to sophisticated safety features in cars. 

 

 
 

Figure 3. clock frequency evolution in Intel processors (source: Intel) 

 

The strong economical impact of Moore‘s Law has pushed all major actors in the 

development of Microelectronic, both industry and research centers, to cooperate to 

plan the future evolution of the technology, in order to make sure that all conditions are 

met to continue with this virtuous circle as long as possible. To this purpose all major 

players in the field worldwide have associated in the ITRS (International Technology 
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Roadmap for Semiconductors) organization, which prepares and releases on a two year 

basis a forecast of the evolution of Microelectronics over the next 15 years, evidencing 

potential roadblocks and indicating priority for research in this sector. For each major 

application, critical value of all technology parameters are defined, essentially through 

an extrapolation of scaling laws, and an indication of the possible ways to achieve them 

is given, with an assessment of the difficulty of the task. 

 

3. Which are the Limits? 

 

Gordon Moore himself is quoted saying ―‗The important thing is that Moore's Law is 

exponential, and no exponential is forever… But we can delay forever‖. Up to now this 

statement has hold true: the end of Moore‘s Law on the ground of technology 

limitations has been forecasted several times, but technological solutions have always 

been found around them. But there are firm physical limits to size reduction and 

therefore two seemingly contradictory questions arise: 

 Where is the limit? and 

 What comes after? 

 

We have identified three main factors driving Moore‘s Law. All of them must be 

considered. 

 

- 

- 
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