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**Summary**

Statistical methods to provide inference on ecological diversity are reviewed. The chapter focuses on the techniques adopted under simple random sampling (SRS) with replacement. Two different issues are developed: the inference on diversity indexes and the inference based on species-abundance curves. As to the first topic, some families of diversity indexes are considered and the properties of the corresponding estimators under SRS are analyzed. As to the second topic, some species-abundance curves belonging to the compound Poisson distribution family and the corresponding estimation of their parameters are considered.

**1. Introduction**

A complete ecological population is seldom available, since animal and plant censuses are impractical as well as very expensive. Accordingly, field scientists are obviously forced to adopt inferential methods in order to give some insight into the diversity of biological communities. This chapter surveys the basic tools suitable for making inference on ecological diversity when simple random sampling (SRS) with replacement is adopted for drawing the population units. SRS with replacement is used in practice
for its simplicity and many papers on quantitative ecological diversity focus on this approach.

Diversity indexes are fundamental measures adopted to assess the biological diversity of a population (see e.g. Pielou, 1977, p.300). These indexes are usually abundance vector functions which satisfy some desirable properties. When the population is not known, the diversity indexes are estimated on the basis of a sample and hence their sampling properties must be determined. Obviously, the diversity index estimators are functions of the observed abundance vector. It is worth noting that the observed abundance vector is a multinomial random vector if the SRS with replacement takes place. This is an appealing setting in which the properties of the diversity index estimators may be easily found, at least in a large-sample framework. Moreover, in this case bias reduction techniques – such as the jackknife – are straightforwardly adapted to diversity index estimation.

Ecological populations usually contain many species and the abundance of each species may vary greatly from the very common to the very rare. Accordingly, in order to analyze the diversity pattern of ecological populations, it may be convenient to consider the frequency of the species with a given number of units – i.e. the species-abundance curve – rather than the frequency of units for each species – i.e. the abundance vector. The species-abundance curve turns out to be a very useful tool in the study of ecological diversity (see e.g. Pielou, 1977, p.269, or Magurran, 1988). The evaluation of ecological diversity on the basis of the species abundance-curve is usually performed in a model-based approach. A parametric probability distribution model – containing a small number of parameters, say one, two or three – is assumed for the species-abundance curve. The model is reasonably chosen according to the characteristics of the population pattern over the study region. Moreover, the model parameters – or some of their functions – may be suitably adopted as diversity indexes. Hence, if a sample of biological units is obtained under SRS with replacement, the inference on diversity reduces to the estimation of the parameters of the proposed distribution model.

These two main approaches to diversity estimation are considered in the following sections. More precisely, Section 2 is devoted to the analysis of diversity index estimation, while the inference based on the species-abundance curves is reviewed in Section 3.

2. Diversity Index Estimation

First, let us suppose that the ecological population is made up of \( N \) units and partitioned into \( s \) species. Moreover, let \( N_i \) be the abundance of \( i \)-th species \( (i = 1,2,\ldots,s) \). Hence, \( \mathbf{N} = (N_1, N_2,\ldots,N_s)^T \) denotes the abundance vector, while \( \mathbf{p} = (p_1, p_2,\ldots,p_s)^T \) represents the relative abundance vector with \( p_i = N_i/N, (i = 1,2,\ldots,s) \).

In ecological surveys a number of measures have been proposed to quantify the diversity of the population. The most frequently used diversity indexes may be expressed as a function, say \( \Delta(\mathbf{p}) \), of the relative abundance vector \( \mathbf{p} \). For example,
Patil and Taillie (1979) (see also Gove et al., 1994) propose the family of average species rarity indexes, i.e.

$$\Delta(p) = \sum_{l=1}^{s} p_l R_l(p),$$  \hspace{1cm} (1)$$

where $R_l(p)$ is a suitable function which represents the rarity measure of the $l$-th species ($l = 1, 2, ..., s$). Some of the most frequently used diversity indexes – such as Shannon’s and Simpson’s indexes – are special cases of (1). For example, Shannon’s well-known index $H$ is obtained from (1) for $R_l(p) = \ln p_l$. Good (1953) introduces another general family of diversity indexes, i.e.

$$\Delta(p) = \sum_{l=1}^{s} p_l^{\alpha} (-\ln p_l)^{\beta},$$ \hspace{1cm} (2)$$

where $\alpha$ and $\beta$ are positive parameters. It is worth noting that Shannon’s index $H$ is obtained from (2) if $\alpha = \beta = 1$.

We consider the problem of estimating $p$ – and accordingly $\Delta(p)$ - on the basis of a sample of biological units under SRS with replacement (of size $n$), a common setup in ecological literature. In this setting, the units are independently selected with the same drawing probability, in such a way that at each drawing, the selected unit is returned to the population.

In Section 2.1 the general theory of diversity index estimation under SRS is considered, while in Section 2.2 some specific results are surveyed. Furthermore, Section 2.3 is devoted to the issue of bias reduction by means of jackknife techniques. Finally, Section 2.4 contains some details on the Bayesian approach to diversity index estimation under SRS.

2.1. General Results

If $n = (n_1, n_2, ..., n_s)^T$ represents the observed abundance vector, let $\hat{p} = (\hat{p}_1, \hat{p}_2, ..., \hat{p}_s)^T$ be the observed relative abundance vector, where $\hat{p}_l = n_l/n$ ($l = 1, 2, ..., s$). Therefore, in the present SRS approach, it is at once apparent that $n$ is a multinomial random vector with parameters $n$ and $p$. Accordingly, since $\hat{p} = n^{-1}n$, then $\hat{p}$ turns out to be an unbiased and consistent estimator for $p$. It should be remarked that $\hat{p}$ coincides with the maximum likelihood estimator of $p$. The variance-covariance matrix of $\hat{p}$ is given by

$$\text{Var}(\hat{p}) = n^{-1}\Sigma,$$

where $\Sigma = \text{diag}(p) - pp^T$. Moreover, it is at once apparent that a consistent estimator for $\Sigma$ is given by $\hat{\Sigma} = \text{diag}(\hat{p}) - \hat{p}\hat{p}^T$. Finally, the use of the Central Limit Theorem straightforwardly provides that
\[ n^{1/2}(\hat{\mathbf{p}} - \mathbf{p}) \overset{d}{\to} N_s(0, \Sigma), \]  
\( (3) \)

as \( n \to \infty \).

From the previous findings, an estimator for a diversity index may be easily obtained as \( \hat{\Delta} = \Delta(\hat{\mathbf{p}}) \). On the basis of (3), if  
\[ \phi_l(x) = \frac{\partial}{\partial x_l} \Delta(x), \quad l = 1, 2, \ldots, s, \]

are defined in a neighborhood of \( \mathbf{p} \) and are continuous and non-null at \( \mathbf{p} \), by using the Delta method Tong (1983) proves that as \( n \to \infty \)
\[ n^{1/2}(\hat{\Delta} - \Delta) \overset{d}{\to} N(0, \tau^2), \]  
\( (4) \)

where
\[ \tau^2 = \tau^2(\mathbf{p})^2 = \sum_{l=1}^{s} p_l \phi_l(\mathbf{p})^2 - \left( \sum_{l=1}^{s} p_l \phi_l(\mathbf{p}) \right)^2. \]

A consistent estimator for \( \tau^2 \) is given by \( \hat{\tau}^2 = \tau^2(\hat{\mathbf{p}})^2 \). Moreover, the joint use of the Sverdrup Theorem and the Slutski Theorem ensures that as \( n \to \infty \)
\[ n^{1/2} \frac{\hat{\Delta} - \Delta}{\hat{\tau}} \overset{d}{\to} N(0, 1). \]  
\( (5) \)

Hence, expression (5) provides the test statistic for the hypothesis \( H_0: \Delta = \Delta_0 \), as well as the pivotal quantity for determining a confidence interval for \( \Delta \).

### 2.2. Inference for some specific Diversity Indexes under SRS

First, owing to its widespread use, we consider some results for Shannon’s index \( H \). Basharin (1959) obtains (4) in this special case. Accordingly, if  
\[ \hat{H} = -\sum_{l=1}^{s} \hat{p}_l \ln \hat{p}_l \]  
\( (6) \)

represents the Shannon’s index estimator, then as \( n \to \infty \)
\[ n^{1/2}(\hat{H} - H) \overset{d}{\to} N(0, \tau^2), \]
where

\[ \tau^2 = \sum_{l=1}^{s} p_l \ln^2 p_l - H^2. \]

It is worth noting that (6) coincides with the maximum likelihood estimator of \( H \) (see e.g. Pielou, 1977, p.301). However, as Pielou (1977, p.301) remarks, estimator (6) is negatively biased for finite samples, i.e. \( \hat{H} \) underestimates \( H \) – usual behavior for diversity index estimators. More basically, Blyth (1958) proves that there is no unbiased estimator of Shannon’s index. Finally, since a Taylor expansion of \( \text{E}(\hat{H}) \) at \( p \) provides the following expression (Bowman et al., 1971)

\[
\text{E}(\hat{H}) = H - \frac{s-1}{2n} + O(n^{-2}),
\]

it is worth noting that an estimator which removes the \( O(n^{-1}) \) bias term is given by

\[ \tilde{H} = \hat{H} + \frac{s-1}{2n}. \]

Obviously, \( \tilde{H} \) displays the same large-sample properties as \( \hat{H} \).

If the family (1) is considered with the dichotomous rarity measure \( R_l(p) = (1 - p_l)^\beta / \beta \) with \( \beta = 1, 2, \ldots, m \), then the corresponding diversity indexes are polynomials in \( p_l \). A similar remark holds for family (2), if \( \beta = 0 \) and \( \alpha = 1, 2, \ldots, m \). In these cases, (1) and (2) may be conveniently expressed as

\[
\Delta(p) = \sum_{l=1}^{s} \sum_{j=0}^{m} a_j p_l^j.
\]

where \( a_j (j=1,2,\ldots,m) \) are constant coefficients of the power series expansion (7). It is worth noting that Blyth (1958) and Good (1953) show that only diversity indexes which are polynomials in \( p_l \) (of degree \( m < n \)) have unbiased estimators. Accordingly, by applying the Rao-Blackwell theorem, Smith et al. (1979) find the minimum variance estimators for the diversity indexes belonging to (7) for which unbiased estimators exist, i.e.

\[
\hat{\Delta} = \sum_{l=1}^{s} \sum_{j=0}^{m} a_j \binom{n_l}{j} \left( \binom{n}{j} \right)^{-1}.
\]
Even if a closed form for the variance of (8) could be obtained, it is cumbersome to evaluate in practice. Hence, Simberloff (1979) suggests obtaining the variance estimator of (8) by using Monte Carlo methods.

Recently, Baczkowski et al. (2000) provided a methodology for deriving the moments of the estimator for a diversity index belonging to family (2). By adopting a Taylor series expansion, Baczkowski et al. (2000) obtain the first four moments of the estimator up to the order $O(n^{-3})$. Further results on the Good family estimator, such as large-sample normality and related issues, are contained in Baczkowski et al. (1998).
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