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Summary

Experimental design as a statistical methodology started in agriculture but today is applicable to virtually all areas of scientific endeavor. This chapter looks at the key features of a basic design, how the experiment itself should be conducted and how the subsequent data are analyzed. The chapter then addresses two major designs, split-plot designs and repeated measures designs, which frequently arise when the underlying conditions for a basic design do not pertain. In a split-plot design, there are restrictions imposed on the randomization process, often for sheer practical reasons; while in a repeated measures design, any one experimental unit (subject) is used for several treatment levels rather than for one level only as in a standard design. Although different designs produce data that can be organized into seemingly similar tables, the subsequent analysis differs according to the design used and so can produce different results and conclusions. Some key principles are discussed and illustrated.

1. Introduction

The statistical design of experiments has its historical roots firmly planted in the agricultural sciences dating back to the early days of statistics itself in the first third or so of the twentieth century. Work in the United Kingdom tended to revolve around researchers connected to the Rothamsted Experimental Station, while that in the United States tended to emanate out of the corresponding Research Laboratory at what is now called the Iowa State University in Ames. Both places served as hubs for a plethora of activity. Over time, key personnel moved to other locations to establish new hives of activity. Today, decades later, the subject is well advanced and quite sophisticated; and, likewise, areas of application cover an extensive list of scientific fields, e.g., agriculture, meteorology, environmental sciences, social sciences, business, earth sciences, engineering of all kinds, in fact almost every area of scientific endeavor imaginable.
Since this chapter cannot possibly cover the entire breadth of this rich field, attention herein will focus on a few key principles instead.

One key component of any experiment is its actual design. A particular basic design is a factorial design (and/or variations thereof). For example, suppose it is desired to study the impact of fertilizer on the yields of several varieties of a crop (sorghum, corn, wheat, apples, etc.). While the collected data may be organized systematically into a table (such as Table 1), the experimental units to which the treatments (here fertilizers and varieties) were applied would not be systematically arranged. How these designs are constructed and the experiment run is discussed in Section 2. In a very real sense, the factorial design represents the ideal design. Unfortunately, however, there may be real practical considerations that in effect impose restrictions which limit designing a pure factorial design. Consequently, since the substantive scientific questions and answers are still demanded, the experimenter is compelled to design an experiment around those enforced restrictions. Each of the various restrictions leads to various particular experimental designs. There are endless possibilities. Two broad classes of designs constructed to accommodate two frequently occurring restrictive situations are the class of split-plot designs and the class of repeated measures designs, covered in Sections 3 and 4, respectively.

Once the design is constructed and the data collected, the analysis and interpretation of the results proceeds. This is also covered in the respective Sections 2-4. What becomes clear is the fact that how the experiment was designed dictates how it is to be analyzed. Further, using an inappropriate analysis on data from a particular design will give incorrect answers; see Section 5.

Preceding the design and subsequent analysis, is the initial stage. This is where the scientist (the agriculturalist, meteorologist, environmentalist, biologist and others) must determine what information is being sought from the experiment. In the example on crop yield, is it the influence of only fertilizers on the various varieties of the crop (sorghum, say)? Or, do soil types play a role? Or, is it both? Do these interact in some way, e.g., do some varieties grow better in some soils than in others? Perhaps, it is the level of irrigation (water) that is the important factor either singly or in combination with other factors. Again there are many potential sources of variation which can influence the actual value of what is being measured (here, the yield). Once it has been determined which factors are to be studied, the scientist then has to consider which levels of each factor are to be used. For example, should fertilizer be merely absent or present? And, if present, how much fertilizer should be used? Should the levels be 0, 1, 2, (say) oz per unit area, or should they be 10, 20, 40 (say) oz, or whatever? Is there interest in all the varieties (of sorghum), or in only certain specific varieties? The questions are many. Answers have to be found before the experiment can be designed. This chapter assumes these questions have been asked and answered. It also assumes practical limitations have been explained to the (statistical) expert designing the experiment. However, it is most likely that it is only in the give-and-take of the collaborations between the field scientist and the statistical scientist that these restrictions and the design resolutions are effectuated in a proper manner.
There are literally hundreds of texts and reference papers covering design issues. Some focus on application issues; some tend to be solely theoretical in nature; some are oriented to particular discipline specific areas; with others covering various other possibilities across this extensive range. The following list presents two texts that have been "classics" and as such are still widely available, plus one recent text targeted for the nonmathematical reader. Also, listed are three classic journal articles which together cover important basic concepts and which are as relevant today as when published originally.

Bartlett, M. S. (1947). The use of transformations. *Biometrics* 3, 39-52. [Describes the importance of what transformations can be used for various types of data to ensure underlying model assumptions hold.]


Cochran, W. G. (1947). Some consequences when the assumptions for the analysis of variance are not satisfied. *Biometrics* 3, 22-38. [Describes the impact of departures from model assumptions; this involves robustness issues.]

Cox, D. R. (1958). *Planning of Experiments*. [A classic text, elegantly describes the basic principles and philosophical issues underlying the design and planning of experiments.]

Dean, A. and Voss, D. (1999). *Design and Analysis of Experiments*, Springer-Verlag, New York. [Written for the applied user, this text presents a nice coverage of basic designs and includes the use of the SAS statistical package as an adjunct to the many examples examined.]
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