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Summary

Thermodynamics, one of the best established physical disciplines, is built on four general statements or Laws of wide applicability. These laws account for the internal properties and behavior of macroscopic systems; this chapter is devoted, in the first place, to give a concise but rigorous treatment of them. In second place, the most basic concepts of Statistical Mechanics are presented together with the central postulate of this discipline. The presentation is entirely self-contained and can be regarded as an
introduction to more ample or specialized treatments. Basic concepts of Thermodynamics such as heat, temperature, energy and entropy are defined and developed. Statistical Mechanics is introduced as the theoretical framework spanning the gap between the macroscopic and microscopic description of the state of macroscopic systems. The applicability of Thermodynamics to systems in steady or stationary states far from equilibrium, such as living organisms is briefly considered.

1. Introduction: On the Nature and Importance of Thermodynamic Laws

The laws of Thermodynamics constitute a set of very general statements about the behavior of macroscopic bodies that supersedes the details of their microscopic nature. They apply equally well to gases, solids, magnets, biological systems, etc. The laws tell us about properties such as temperature, pressure, volume, magnetization, polarization, specific heats and chemical reaction constants, among many others, but also about quantities a bit more elusive to grasp such as energy, entropy or enthalpy.

There is a wide consensus among physicists today that we know the dynamical laws explaining the behavior of systems at the microscopic level, namely, the laws of Quantum Mechanics with the laws of Classical Mechanics as a limiting case; the latter applicable also to the motion of macroscopic bodies. However, systems with a large number of atoms and molecules show subtle regularities in their internal behavior that are independent of microscopic details. These regularities are summarized strikingly in the Laws of Thermodynamics. The ultimate explanation for the validity of the laws rests, finally, on the fact that all matter is composed of atoms and molecules and that any macroscopic body has inordinate large numbers of them. For instance, one cubic centimeter of air at 25° C and atmospheric pressure, contains $10^{19}$ molecules!

The thermodynamic laws have a very wide range of validity. They were discovered during the Industrial Revolution in the XIX century, but it was not until the middle of the XX century when they were completely understood, at least for systems in equilibrium.

It is a general fact of nature that any macroscopic system that is kept isolated from its surroundings will eventually, after a time long enough, reaches a state in which two things happen: First, all its thermodynamic variables become appreciably constant with time and, second, all macroscopic fluxes of energy, momentum or substance within the system are very close to zero. Such a state is said to be one of thermodynamic equilibrium. (This essential assumption, that all isolated systems eventually reach a state of thermodynamic equilibrium, is incorporated into the Second Law). Although most systems around us are not in equilibrium, states of thermodynamic equilibrium are particularly important for the logical coherence of Thermodynamics.

The fact that thermodynamic laws take their most rigorous expression for strict equilibrium states does not imply that they are not applicable, in some circumstances, to systems away from equilibrium. The laws do apply more generally in two important ways: First, certain processes connecting states of equilibrium—termed quasi-static—serve as limiting cases of processes out of equilibrium. Analysis of these limiting processes sets rigorous bounds to the attributes of the more general transformations. Second, many systems are out of equilibrium in a global sense whilst locally they may
be considered in equilibrium. For instance, the Earth’s atmosphere is strictly not in equilibrium: It sustains noticeable currents and winds and its temperature is neither constant nor uniform all over the globe. However, at a smaller scale and for not-very-long periods of time, parts of it can be considered in equilibrium. That is why it makes sense to talk, for instance, about the temperature of a city at a definite time of a given day. Thermodynamic laws apply to each part of the system and, therefore, have consequences on the properties of the system as a whole.

Among the great variety of systems away from equilibrium, many show strong regularities in their thermodynamic properties. Due to the presence of gravitational forces on Earth and, especially, because of the continuous flux of energy coming from the Sun, many systems around us are away from equilibrium but still exhibit some kind of stability; the atmosphere is also an example of this. Living organisms, from bacteria to human beings, constitute the most notorious examples of systems out of equilibrium that remain in steady states for relatively long times. The steady condition of living systems is maintained essentially by the energy flux from the Sun, and that of the atmosphere necessitates both the Sun and gravity. We shall elaborate in the following further on the relevance of the laws for these systems.

The laws are four in number:

1. The Zeroth Law establishes the existence of temperature as a measurable quantity that, together with other thermodynamic properties, defines the state of equilibrium of a system.
2. The First Law states that energy is conserved and defines it as a thermodynamic state variable; it constitutes one of the most profound statements about how Nature behaves.
3. The Second Law sets very strict limits on the way processes—or transformations in a body—occur. Many important predictions of Thermodynamics involve this law and we shall dwell more deeply on it.
4. The Third Law establishes the existence of the absolute zero of temperature and the impossibility of reaching it in a finite time.

The importance of these laws rests on their very wide applicability. Nevertheless, the reader must become aware that they are not “in order” (namely, First goes first, Second goes second, and so on). They must be taken as a coherent set of laws, each at the same level of importance as the others. Some predictions may need the use of one or two laws, but most follow from the use of all of them in unison.

The main consequences of the laws are that they allow us to predict which things may happen in Nature and which do not. They also set constraints to the ways in which natural processes occur.

The laws refer sometimes to easily observable phenomena, enabling us to understand these as part of a consistent and ordered picture of the world. For instance, any person has surely noticed that when two bodies of different temperatures are put in contact, the hotter body cools down while the initially colder body heats up; things never happen in
The purposes of this chapter are threefold: First, to express rigorously the laws of Thermodynamics and its main concepts, but without entering into proofs. These can be found in specialized texts. Second, to show how the validity of the laws rests on two grounds: On the laws that govern the microscopic behavior of physical systems and on the fact that macroscopic systems have a very large number of particles; the theory that bridges these two extremes is called Statistical Physics. The last purpose is to illustrate these ideas by several key examples.

2. Thermodynamic Systems and Their Description

2.1. Thermodynamic Systems

Thermodynamic systems consist of a large number of microscopic elements. All the systems on whose observation the thermodynamic laws have been built are confined within some finite and macroscopic volume $V$. Hence special care must be taken when discussing the thermodynamics of spatially unbound systems, with uncertain boundaries, such as the Universe. The microscopic constituents of thermodynamic systems may be particles such as molecules, atoms, photons, electrons, etc., or more abstract entities such as spins or oscillation modes. Any macroscopic body can be treated as a thermodynamic system. The Sun, the Earth, the water of a lake, a stone, an animal, a given part of the atmosphere, the leaf of a plant and a locomotive, are all examples of thermodynamic systems. A system is separated from the rest of the universe by its boundary, which may correspond to an actual wall –as for a gas in a vessel– or to a mathematical surface (infinitely thin surface) –as for that separating a liquid from its overlaying vapor; definition of a system requires sometimes to specify some condition other than the boundary, as when referring to the water vapor within a given volume of humid air. A given system may be influenced by other physical systems beyond its boundary, which are called the surroundings of the system. In this chapter, unless otherwise specified, the word system will mean a thermodynamic one.

A system may exchange energy with its surroundings. A broad and useful classification of systems follows the types of interaction allowed for by their boundaries: Isolated systems are those whose boundaries prevent any kind of energy exchange with their surroundings; impermeable boundaries –those inhibiting the transport of any kind of particle– surround closed systems, whereas an open system can exchange mass, i.e. particles, with its surroundings. The conditions needed for a certain type of interaction to hold are called constraints.

Thermodynamics focuses on the internal state of systems and studies those actions able to affect those states. It is not concerned at all with the motion of the center of mass of the macroscopic system under scrutiny –a subject of Classical Mechanics–, which is therefore assumed to be at rest and with vanishing total angular momentum.
Standard thermodynamic treatments apply to systems that are macroscopic in the three spatial dimensions. The laws are equally valid for systems that are not macroscopic in one or two of their dimensions, such as very thin films, powders, finely grained materials or fluids confined within very narrow and long pores; however, one should be very careful in applying the laws to these systems.

2.2. Thermodynamic Variables

The internal state of a thermodynamic system—and of any macroscopic subsystem of it—is described by means of thermodynamic variables such as temperature $\theta$, pressure $P$, molar specific heats $c_v$ and $c_p$, dielectric constant $\delta$, etc. All these are physical quantities that apply either to the whole system or to any of its macroscopic parts. A thermodynamic state is defined by the values of the thermodynamic properties and these are thus called also state variables. If some macroscopic parts of a system are moving, description of these motions is part of the specification of the state.

A global thermodynamic variable refers to a property of the whole system, whereas a local variable $X(r)$ refers to a ‘point’ $r$ in space. Actually, $X(r)$ means the value of $X$ measured over a sub-volume $\Delta V(r)$ centered on the point $r$. Here $\Delta V$ has to be small enough to be treated as a ‘point’ from the macroscopic point of view but at the same time big enough to contain a very large number of particles. Local variables are in general functions of position and time, $X(r, t)$, while global variables depend only on time, $X(t)$. Typical global variables are the volume $V$, the quantity of substance of component $\alpha$, denoted by $n_\alpha$ and measured in moles, and the total number of moles $n = \Sigma n_\alpha$, with $\alpha = 1, 2, \ldots, c$ and $c$ being the number of different components or species. The composition of a system is determined by the relative abundance of the different species, given usually by the set of molar fractions $\{x_\alpha\}$ with $x_\alpha = n_\alpha/n$. The shape of a system, however, does not usually affect the value of its thermodynamic properties and hence it is not a relevant quantity; thin films, porous media and finely grained materials, and systems in non-uniform external fields are among the exceptions.

The volume $V$ and the total number of moles $n$ define the size of a system $S$. Varying this size by a factor $\xi$ means a new system $S'$ with the same composition $\{x_\alpha\}$ as $S$ but with $n' = \xi n$ moles in a volume $V' = \xi V$. In this respect, most relevant thermodynamic variables belong to either one of two distinct types: An extensive variable $X$ is such that when the size of the system is modified by the factor $\xi$ it acquires the new value $X' = \xi X$. In contrast, an intensive variable is left invariant when the system suffers a change in size and $X' = X$. Again, systems with a very large area-to-volume ratio, among others, may require the introduction of nonextensive variables. For example, the energy of a system constituted by two thin subsystems sharing a common interface will not be equal to the sum of the energies of the subsystems.

Many thermodynamic variables are measured directly in the laboratory or in the field by means of macroscopic instruments; any one of these variables $X$ is the time average of a corresponding instantaneous dynamical quantity $X_{\text{inst}}(t)$ that evolves with the dynamics of the microscopic elements of the system:
This average is taken over a time $\Delta t$ satisfying two requirements in order to represent a true thermodynamic average: First, $\Delta t$ has to be short enough for the measurement to be considered instantaneous from the macroscopic point of view and, second, $\Delta t$ has to be long enough to ‘average out’ the instantaneous fluctuations due to motions of only a few molecules. These conditions on the definition of average gives due sense to assertions like ‘the barometric pressure was 750 mmHg at 8 O’clock’: It means that the pressure was measured as an average over a time $\Delta t$ of, say, a millisecond and taken starting at 8 O’clock. However, some thermodynamic variables, such as the entropy $S$, cannot be measured directly in terms of ‘macroscopically instantaneous’ averages but are defined in terms of other directly measurable variables. This connection between thermodynamic and microscopic dynamical variables is provided for by Statistical Physics, a subject to be treated in Section 5.

2.3. Equilibrium and Interactions

The time needed by an isolated system to reach equilibrium is called the relaxation time. This time is roughly proportional to the spatial length of a system and inversely proportional to the speed with which matter or energy flow through the system: particle diffusion, heat conductivity or the speed of sound. Once in equilibrium, the thermodynamic variables do not change appreciably over the time during which the system is being observed and $X = \text{constant}$. States in which thermodynamic variables are constant but with nonzero fluxes of energy, substance or momentum are called stationary or steady. Many systems out of equilibrium are in states such that every sub-volume $\Delta V(\mathbf{r})$ has had time enough to reach internal equilibrium. In that case, the system is said to be in local equilibrium and standard Thermodynamics may be applied locally.

Systems in thermodynamic equilibrium show one or more macroscopic and homogeneous regions, called phases, like the solid, liquid and gaseous phases exhibited by pure substances. When external fields are weak and constant, local properties are uniform over each phase, but when external fields are not negligible, properties $X(\mathbf{r})$ will vary from point to point and one speaks of non-uniform systems.

The study of systems in thermodynamic equilibrium, of their changes of state and of the effects produced by different kinds of process is the direct subject matter of Classical Thermodynamics and its laws.

Two thermodynamic systems brought into contact will interact with each other by interchanging energy. The type of energy interchanged depends on the nature of the boundary between the systems and of the constrictions being applied. Based on experience, all these interactions are conveniently classified in three broad types:

1. Mechanical interactions. In these, the forces exerted by systems on each other may perform mechanical work. A uniform and electrically-neutral pure fluid,
which we will take here as illustration due to its simplicity, exerts a pressure \( P = \frac{F}{a} \), where \( F \) is the normal component of the force \( F \) that the fluid exerts on an element of its boundary surface and \( a \) is the area of that element; \( F_\perp \) is taken as positive when the force is directed outwards from the fluid. The force \( F_\perp \) (or the pressure \( P \)) performs an amount of work \( \delta W = PdV \) when the surface is displaced so that the volume of the fluid changes by an amount \( dV \). More in general, Classical Mechanics and Electrodynamics prescribe the existence of generalized forces, \( F_j \), their corresponding generalized displacements \( \ell_j \) and the work \( \delta W_j = F_j d\ell_j \) that they may perform. The variables \( F_j \) and \( \ell_j \) are considered conjugate of each other. Mechanical interactions may involve contact forces other than pressure –such as surface tension and (linear) tension– or force fields –gravitational, electric or magnetic. The specific form of \( F_j d\ell_j \) for these and other cases are found in textbooks.

2. **Chemical, mass or particle interactions.** These occur when the boundary of a system is permeable to the transfer of one or more types of substance or particle. Transfer to \( S \) of an infinitesimal quantity \( d n_\alpha \) of substance of species \( \alpha \) implies a transfer of energy \( dA_\alpha = \mu_\alpha d n_\alpha \) where \( \mu_\alpha \) is the chemical potential of species \( \alpha \) in \( S \).

3. **Thermal interaction.** This occurs when the boundary of \( S \) is *diathermic*, i.e., when it allows the transfer of a quantity of heat \( \delta Q \) between the systems. A boundary resistant to the transfer of heat is called an *insulating* or *adiabatic* wall.

When two systems interact mechanically, chemically, thermally or in any combination of the three, the corresponding type of equilibrium may be reached in each case. For a general type of interaction the systems are said to reach *thermodynamic equilibrium*. A non trivial consequence of the Thermodynamic laws is that if two systems, initially not in equilibrium, are allowed to equilibrate spontaneously by either mechanical or chemical interactions, they will always end up sharing the same temperature: They will *equilibrate thermally*, in addition to the mechanical or chemical equilibrium.

In equilibrium, all the interacting and macroscopic subsystems in which any system may be partitioned are in thermodynamic equilibrium with each other. The system is then said to be in a state of *internal equilibrium*.

### 3. The Thermodynamic Laws

#### 3.1. Temperature and the Zeroth Law

The ‘Zeroth’ Law states that thermal equilibrium is *transitive*. This means that if system \( S_1 \) is in a state of equilibrium with \( S_2 \) and separately with \( S_3 \), then it follows that \( S_2 \) and \( S_3 \) are in mutual equilibrium. This simple statement implies the existence of the temperature as an intensive state thermodynamic property. The temperature \( \theta \) is such that any two systems \( S_1 \) at \( \theta_1 \) and \( S_2 \) at \( \theta_2 \) will be in mutual equilibrium if and only if \( \theta_2 = \theta_1 \).
Mechanical and chemical equilibria are also transitive and have intensive variables associated to them. Two fluids exerting contact forces on each other will have, in equilibrium, equal pressures. Chemical equilibrium between systems $S$ and $S'$ on interchange of species $\alpha$, occurs if and only if the chemical potential $\mu_\alpha$ is equal in both systems:

$$\mu_\alpha = \mu'_\alpha.$$  

The simplest thermodynamic system consists of $n$ moles of a pure substance in a single phase and in absence of external fields. Among the many thermodynamic variables that may be defined—and measured—for this system, only two of them are independent, while the rest depend on these two. Possible pairs of independent variables are, for instance, $(P,V)$, $(\theta,V)$ or $(P,\theta)$. Let the number of independent variables be denoted by $\lambda_F$. For a pure homogeneous substance $\lambda_F = 2$. Addition of new types of particle makes $\lambda_F$ larger while the appearance of more phases—due to the conditions imposed by their mutual equilibrium—makes $\lambda_F$ to decrease. This leads to Gibbs’ phase rule, that for a non-reacting system of $c$ components in $\phi$ phases reads: $\lambda_F = 2 + c - \phi$. However, not any set of $\lambda_F$ variables is independent and hence sufficient to specify the state. Once a particular set of $\lambda_F$ independent variables has been chosen, the state is determined by their values $(X_1, X_2, …, X_\lambda)$ so that the remaining variables depend on them: $X_i = X_i(X_1, X_2, …, X_\lambda)$. A relation expressing this dependency is called an equation of state. Any given system has specific equations of state, a simple example being the relation $P = P(\theta,V)$ for a pure fluid. It is important to note that Classical Thermodynamics sets general restrictions on the properties of systems and on their equations of state but does not provide us with information about the specific properties, or equation of state, of any particular system. These have to be measured in experiments or calculated by means of Statistical Mechanics. 

A good definition of any physical variable should point the way to measure it. How is temperature measured? Choosing $\theta$ as independent variable and keeping constant the remaining independent variables one finds that $X_i = X_i(\theta)$ so that $X_i$ can be calculated when $\theta$ is measured and vice-versa. A thermometer is then a system with a property $X_T$ that is particularly sensitive to changes in $\theta$ when the rest of the variables are kept fixed. We obtain $\theta$ by allowing the thermometer to reach thermal equilibrium with the system of interest and then measuring $X_T$. The Zeroth Law then guaranties that all systems for which the thermometer gives the same reading of $X_T$ will be at the same temperature. By convention, the international standard of temperature is defined with respect to the triple point of water, the state of pure water in which three phases—solid I, liquid and vapor—coexist. In this state, water has $\lambda_F = 0$ so that its temperature $\theta_p$ is unique.

A thermometer of a particular type has a specific function $X_T(\theta)$ and hence there are as many different ‘temperatures’ as there are types of thermometer. Especially important is the constant-volume ideal-gas thermometer. In this device, a dilute gas is kept at constant volume, put into thermal contact with the system whose temperature is to be determined and its pressure $P$ measured, then, the gas is put in contact with water at its triple point and the pressure $P_{tp}$ recorded. The pair of measurements $(P, P_{tp})$ is repeated
with successively smaller quantities of gas, so that both \( P \rightarrow 0 \) and \( P_{tp} \rightarrow 0 \). The ideal-gas temperature \( \theta_{id} \) is then defined as the limit

\[
\theta_{id} = \theta_{tp} \lim_{P \to 0} \left( \frac{P}{P_{tp}} \right),
\]

The value of \( \theta_{id} \) in a given state is found to be independent of the chemical nature of the gas used. In the Kelvin temperature scale \( \theta_{tp} = 273.16 \, \text{K} \), where K is the symbol for kelvin, the unit of temperature in the International System of units. The temperature \( t \) in the common Celsius scale is obtained from \( t/°C = \theta/K − 273.15 \). In this chapter, \( \theta \) will denote the ideal-gas temperature.

By ‘ideal gas’ it is meant any gas in the limit of vanishing pressure. After arduous and careful experimentation, Boyle, Mariotte, Amontons, Charles, Gay Lussac and Avogadro obtained the ideal-gas equation. It reads,

\[
PV = nRT,
\]

where \( R = 8.314510 \, \text{J mol}^{-1} \, \text{K}^{-1} \) is the Universal Gas Constant. This simple equation has played a very important role in the history of Thermodynamics and in the early stages of Statistical Mechanics.
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