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Summary 
 
This chapter is an introduction to the field of artificial intelligence (AI). After a brief 
discussion of the characteristics that make AI useful for engineering applications, a 
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concise definition of terms and concepts is given. The presentation style has been 
tailored to provide readers with a general introduction to AI topics, without burdening 
them with excessive formalism. Since the goal of this topic is to describe engineering 
applications to thermal design, emphasis on the applicative side has been stressed in this 
introductory chapter. 
 
1. Introduction: Engineering Design, Knowledge, and Artificial Intelligence 
 
There is a consensus today that engineering design is a highly structured, 
interdisciplinary, creative process, and it is invariably the result of a close cooperation 
between several individuals (who formally or informally constitute the design team). 
Each person’s diverse expertise and specialized skills must be blended together, and 
result in an engineering project (consisting of drawings, calculations, and all necessary 
technical documents) about a new solution to the problem that prompted the team into 
action. The product of a design activity is always an original answer to a technical, 
economic, social, or marketing problem. Naturally, past experience (both general and 
specific) plays an important role in the formulation of the solution, and this explains the 
intrinsic similarities between gas turbine plants, diesel engines, or airplanes 
manufactured by different producers. However, “design” is semantically linked to 
“innovation.” 
 
In analyzing the design activity as a whole, the concept that first comes to mind is 
knowledge: 
 
• Knowledge about a (potential) specific problem is required to originate the need for 

a design 
• General knowledge of the related engineering fields is needed to initiate the design 

activity 
• Specific knowledge in a particular field is mandatory to participate in a design 

project 
• Mutual communication of knowledge among individual members of a design team 

is necessary for successful performance 
• In turn, the team has to impart this knowledge (or at least a portion of this 

knowledge) to production engineers to finalize the design (that is, to build a 
component, a machine, or a plan) 

• Similarly, some other form of knowledge must be communicated to instruct 
operators and final users on how to make proper use of the designed item 

 
Therefore, engineers should consider that a design activity, besides its quantitative side, 
has an equally important qualitative side. In addition to performing engineering 
calculations, it is necessary to be able to communicate to third parties not only the 
results of these calculations, but also the original problem definition and the method that 
was used to reach a solution. Finally, to increase the chance of future design 
improvements, it is more important to leave written records of why and how the design 
goal was achieved starting from certain premises, than to give an exact description of 
the numerical calculations which led to the definition of certain design parameters. 
 
In this topic, we will show how to employ artificial intelligence techniques to this 



UNESCO – 
EOLS

S

SAMPLE
 C

HAPTERS

EXERGY, ENERGY SYSTEM ANALYSIS AND OPTIMIZATION – Vol. III - Artificial Intelligence And Energy Systems: Scope 
And Definitions - Enrico Sciubba 

 
 

©Encyclopedia of Life Support Systems (EOLSS) 

purpose. Moreover, we will describe how these techniques can be used to express in 
qualitative terms the logical steps of an engineering activity, to formalize and 
systematize a large body of knowledge, and to assist engineers by offering them logical 
guidance and support in their design endeavors.  
 
1.1 What is Artificial Intelligence? 
 
Artificial Intelligence (for a more precise definition see Section 3) is a cumulative 
denomination for a large body of techniques that have two general common traits: they 
are computer methods, and they try to reproduce non-quantitative human thought 
processes. For design applications, there is a third common trait: problems handled by 
AI-based techniques are usually ill structured; that is, they are difficult or impossible to 
tackle with pre-determined solution models. 
 
The applications we will deal with in this chapter are a relatively small subset of general 
AI techniques: knowledge based systems, also called expert systems. An expert system 
(ES) can be roughly described as a specialized AI application aimed at the resolution of 
a single and well-identified class of problems. Some of the major benefits offered by 
ESs are as follows: 
 
• They provide an efficient method for encapsulating and storing knowledge so that it 

becomes an asset for the ES user. For example, after an ES has been built and 
fielded by a company to assist its design engineers in the choice, design, and 
technical specifications of a certain component, all future designs will be carried out 
in a much shorter time, and with a less intensive use of both high-level human 
resources and computational hardware. 

 
• They can make knowledge more widely available, and help overcome shortages of 

expertise. So, if an ES is developed by the research and development division of a 
company to overview the adaptive control of a line of production, it can be applied 
in all of that company’s factories—as long as the same processes remain in use—
without needing to dedicate highly qualified human resources to the proper 
communication of the technology. 

 
• Knowledge stored in an ES is not lost when experts are no longer available. This is, 

for instance, the case of a numerical process simulator that is developed and 
implemented in a machine language that then becomes obsolete. If a language-
independent ES has been employed in the development of the simulator, then far 
fewer high-level human resources need to be employed to re-implement the code in 
a different language or under a different operating system. 

 
• An ES stores knowledge it can gather from experts in some field, even if they are 

not computer specialists (and even if they are not computer users!). For example, 
when prospecting for new raw resources, it is often indispensable to gather non-
specific knowledge about the nature of the area to be scouted, or about the type and 
history of possible ores or flows that may have surfaced in the past. When 
performing this “information gathering” in remote areas, an ES assistant that 
prompts, collects, and critically analyzes answers by natives can drastically reduce 
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both the time needed to make an educated decision, and the amount of resources 
invested in the prospecting activities. 

 
• An ES can perform tasks that would be very difficult to perform with more 

conventional software: thus, it becomes possible to implement features which were 
impossible or very cumbersome with earlier systems. A case in point is the handling 
of approximate knowledge that cannot be hard-coded otherwise. For example, while 
designing a heat exchangers network (see below, and chapter AI in Process Design), 
it is at times convenient to relax the rule “no heat flux across the pinch,” and 
reformulate it as “some small measure of heat flux across the pinch is allowed, 
provided the hot or cold utility is conveniently reduced by this measure.” This 
construct would be impossible to translate into any rigidly framed type of computer 
instruction, but it can be easily managed by an ES that treats the word-concepts 
“some” and “conveniently” in a relative way, just as we mean it when we verbally 
formulate the relaxed rule. 

 
Other practical advantages associated with the development of a knowledge-based 
system are: 
• rapid prototyping 
• explicit knowledge encoding 
• possibility of dynamic and efficient further developments 
• ease of alteration 
• explanations capabilities for development and validation 
• potential for rapid inclusion of new rules and techniques 
 
All of these benefits come at a price: high requirements in computer resources, and low 
speed of computation. The amount of physical memory space required by a knowledge 
base is very high, because qualitative knowledge is not easily amenable to a simple 
numeric (binary) representation. Moreover, since qualitative rules are implemented in 
machine language by complex combinations of elementary logical operations, and the 
number of operations per clock tick remains constant for a given hardware, the actual 
execution time of a rule is much higher than that of a numerical operation. Furthermore, 
developing and installing a large ES is a high added-value operation, and therefore a 
very expensive enterprise: the provisional returns should always be carefully scrutinized 
before launching an ES project. Two main factors that can make knowledge based 
systems profitable are: 
 
1. the specialized work load could be—or become—higher than that which can be 

reasonably performed by the available experts, or some of these experts might not 
be available in the foreseeable future; and 

2. the existing—or foreseen—working conditions could lead to too high a demand on 
decision-making engineers; this, in turn, may result in what goes under the name of 
cognitive overloading. When cognitive overload sets in, increasing the number of 
human experts dedicated to the problem is not a proper solution, because 
communication among experts may deteriorate (too many information bits of very 
different kinds must be communicated to an increasing number of people). 

 
Before proceeding any further, it is useful to present here our confutation of some of the 
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more common misconceptions about AI in general and ESs in particular.  
 
1. It is not true that ESs are suitable for every type of design problem. For instance, a 

very large class of structural, thermal, and fluid dynamic problems can be tackled 
very effectively with “exact” (and fully deterministic) algorithmic techniques, and 
rather poorly with an ES. On the other hand, it is not correct to describe an ES as 
“an alternative to conventional computer programming”: in the majority of practical 
design cases, the fields of application display a substantial overlap. 

2. It is not true that AI users must be conversant with AI programming languages. 
Neither is it true that creators of ESs must be familiar with high-level languages like 
PROLOG, LISP, and the like: actually, often all it takes to develop an effective ES 
is a sound knowledge of the principles of predicate logic, complemented by specific 
domain knowledge. 

3. However sophisticated and knowledgeable in their field of expertise, ES users are 
logically, functionally, and mentally distinct from knowledge engineers. Similarly, a 
domain expert is a substantially different professional figure to a knowledge 
engineer (see Sections 3.15 and 3.16 below). 

4. In turn, not every design or process engineer, or technical operator, is a domain 
expert: in reality, there is a remarkable scarcity of reliable and actually 
knowledgeable domain experts. 

5. On the other hand, an ES should not be tested “against the domain expert.” That is, 
its performance ought not be compared with that of the human expert in a similar 
situation. 

6. Complete modularity is rarely achieved in logically complex ESs. Even in “small” 
ESs it is not possible to simply add to (or delete from) the knowledge base groups of 
rules and objects (or even a single rule or a single object), and be certain a priori 
that the solution or the inference process are not affected. 

 
This chapter, as well as this entire topic, is a rather introductory, descriptive compilation 
of AI concepts and possible applications. We do not anticipate (and the reader should 
not expect) that upon completing the study of the topics contained here, non-AI-
specialist engineers will be able to write their own AI application. To use a term that 
will be frequently encountered in the following pages, much more specific knowledge is 
needed to be able to write successful applications. In particular, notions of formal and 
symbolic logic, of predicate and propositional calculus, and of specific relational or 
object-oriented languages are needed. Our aim is to create instead informed and 
competent users. Readers interested in specialized AI monographs should consult the 
bibliography provided here. 
 
1.2 AI is No Intelligence! 
 
What is intelligence? Alternatively, putting the question in a form more suitable to the 
paradigms of propositional calculus, what are the attributes a (not necessarily human) 
being must possess to qualify as “intelligent”? There is considerable debate among 
specialists about an exact definition, but one that would be accepted by the majority of 
modern cognitive psychologists is the following. 
 
An intelligent individual is one who: 



UNESCO – 
EOLS

S

SAMPLE
 C

HAPTERS

EXERGY, ENERGY SYSTEM ANALYSIS AND OPTIMIZATION – Vol. III - Artificial Intelligence And Energy Systems: Scope 
And Definitions - Enrico Sciubba 

 
 

©Encyclopedia of Life Support Systems (EOLSS) 

1. reacts in a flexible way to different situations; 
2. is able to take advantage of fortuitous circumstances; 
3. can correctly assess the objective relative importance of the different elements of a 

newly encountered situation; 
4. can solve with original (that is, hitherto personally unknown) means a problem not 

previously experienced; 
5. can correctly understand thinking patterns different from the individual’s own, and 

in particular, is capable of recognizing oblique and/or deceptive reasoning; 
6. is open-minded (in other words, is ready to accept the possibility of being wrong 

both in causal and in "intuitive" thinking); and 
7. can produce new and innovative ideas. 
 
One does not need to be a computer expert, a logician, or an AI practitioner to see that, 
at least in the way we conceive computers and computer languages today, there cannot 
be an “intelligent android”: however complex its hardware and software, it (the android) 
will in all likeliness lack (at least) qualities (d) and (g) in the list above. 
 
(We must mention here that some AI researchers would strongly disagree with this last 
statement. In fact, there are examples of AI programs that have “discovered” new (albeit 
admittedly secondary) “laws of nature,” and it would be difficult even for an expert to 
see where Deep Blue (the Chess Computer Master by IBM) lacks “intuition” in its chess 
moves. But the point we want to make here is somewhat less general, and limited to the 
realm of engineering design: within this realm, it is (yet?) unconceivable that an AI 
program “discovers” Fourier’s law, or “invents” the Carnot cycle.) 
 
In common language, we attribute the quality of “intelligence” both to individuals who 
must think because they do not know much, and to those who know much, and therefore 
can afford to think less. In the terms of AI, this can be rephrased as follows: we tend to 
attach the attribute “intelligent” both to individuals who possess a small amount of 
domain knowledge, and must therefore exercise a large quantity of inference to draw 
their conclusions, and to individuals who possess a large amount of domain knowledge, 
and can therefore reach the same conclusions by performing a rather limited inferential 
activity. Notice that in both definitions we have implicitly assumed that an intelligent 
reaction is neither spontaneous nor necessarily dictated by the available data. This point 
is important for two reasons. First, it makes a clear distinction between potential 
intelligence, intended as a “memorization of collected knowledge,” and dynamic 
intelligence, which is at once the act and the result of “reflecting” upon the collected 
knowledge. Second, it reminds us that the concept of “thinking” reported in this topic 
refers to human thinking modes somehow hard- or soft-coded into a machine. A one 
year old human (or, for that matter, a one month old cat!) can “think” (“infer”) and 
“learn” (“increase the amount of knowledge it has command of”) much faster and more 
effectively than today’s most advanced AI programs. On the other hand, AI methods 
produce codes that perform, with almost incredible reliability and speed, cognitive 
(qualitative) tasks that mimic very closely some traits of human thinking patterns. If we 
agree with the idea that potential and dynamic intelligence are operationally equivalent 
(in the sense that they can reach the same results), then clearly there is no limit to the 
“IQ” of an AI code: to increase the IQ just requires storing more (properly constructed 
and connected) knowledge in its database. In this sense, computers are intelligent, even 
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by today’s standards. 
 
2. Definitions of Concepts and Terms  
 
2.1 Artificial Intelligence (AI) 
 
There is no universally accepted definition of AI. We shall adopt the following one: 
 
AI is that part of computer science that investigates symbolic, non-algorithmic 
reasoning processes, and the representation of symbolic knowledge for use in machine 
inference. 
 
This is a modern and complete definition, which contains more than one point of 
interest for following this topic. Firstly, it stresses the symbolic character of the object 
AI. Though its meaning is obvious, its implications are not: AI’s field of interest does 
not contain numbers and operations on them, but logical objects and their mutual 
relationships. Secondly, it introduces the concept of non-algorithmic reasoning, which is 
usually very difficult to grasp for an engineer: a solution to a problem is not obtained by 
a predefined series of operations, but rather by a series of logical inferences, consisting 
of an a priori unknown number of steps, and whose outcome is in no way predictable in 
its entirety. Thirdly, it correctly states that the scope of AI is to generate a process of 
machine-implemented inference (that is, to construct a computer code which can infer a 
cause from an effect, possibly with the help of some additional (logical) constraints). 
 
Historically, the first reference to the concept of artificial intelligence is generally 
credited to McCarthy, but his original definition was too broad for his times, and gave 
origin to a number of misinterpretations and misconceptions which still burden this 
branch of computer science: AI is that compendium of computer techniques dedicated to 
the implementation of a simulating procedure for any mental process. 
 
Today, this definition—ambitious as it may seem—is being regarded with growing 
attention as our studies in the cognitive sciences (psychology and bioneurology) gain in 
depth and breadth. While many of the current schemes to explain mental artifacts like 
memory, selective memory, learning, and understanding are only crude approximations 
or primitive representations, we are now capable of constructing an approximate model 
of the complex chains of biochemical phenomena taking place in the brain. For the time 
being, though, the idea of “simulating any mental process” has been replaced by the 
following assumptions: 
 
1. “intelligence” can be explained and represented as a symbol-manipulating activity; 
2. this activity can be embodied in a physical symbol system; in particular, it can be 

both described and implemented in such a system; 
3. the symbol manipulation necessary to the description and to the implementation of 

any “intelligent activity” can be carried out on digital computers; 
4. various aspects of human “intelligence” (in particular, what is usually called “logical 

reasoning” in common language) can be modeled by such physical symbol systems; 
and 

5. there may be a “general theory of intelligence” that may originate a “general symbol 
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system,” which in turn might result in a “universal computer code” capable of 
describing all “intelligent phenomena”: however, even if its discovery should be a 
long range goal of AI research, it should not be sought to the detriment of “partial” 
or logically “local” symbols systems (which result in “specific” applications). 

 
(This seemingly “technical” dispute (about the possibility of simulating “thought”) has 
become a philosophical issue between those who negate the possibility of “strong AI” 
and underline the uniqueness of the human mental activity, and those who advocate a 
possible future essay implementation of a “universal virtual simulator,” 
undistinguishable from a human brain. The topic obviously exceeds the limits of this 
essay.) 
 
Recently, another purpose for AI has been put forth: as noted by D.A. Mechner, in spite 
of some humbling failures that helped bring things back into a more down-to-earth 
perspective, AI methods and devices can “serve as windows on the mind,” (that is, help 
develop a scientifically pragmatic understanding of the very concept of “intelligence”). 
 
- 
- 
- 
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