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Summary

Our world is increasingly becoming a data-centric world. Corporations differentiate themselves from their competitors based on what data they have and how they are able to leverage that data for competitive advantage.

The amount of data in the world continues to grow by leaps and bounds. According to International Technology Group, in 1996, the average corporation had 5 TB of data and storage expenditures represented 10% of the IT budget. In 2007, the average corporation had almost 225 TB of data and storage represented 22% of the IT budget.

Data continues to be stored primarily on disk drives, which were invented more than 50 years ago. The amount of data one can store per square inch of the surface area of a disk drive, also known as areal density, grew at between 60-100% CGR between 1990 and 2004. Since then, areal density has been increasing at a more modest rate of about 25-25% CGR. As it becomes harder and harder to pack more bits per square inch on a disk drive, researchers are looking at alternative storage technologies. We will briefly describe some of these alternative technologies that may emerge in the next 5-10 years.

IT departments of enterprises and small and medium businesses use disk based storage systems to store their online data. Storage systems combine 10s to 100s of disk drives, plus a storage controller which caches the data to improve access performance and provides other advanced functions such as RAID. We will describe the functionality of a state-of-the-art storage system. We will also describe emerging new functionality in storage systems – such as enhanced forms of RAID, storage virtualization, and data encryption.

The nature of data stored in storage systems is beginning to change in some fundamental ways. This shift will have a profound impact on storage system design. The requirement to store traditional transactional data is being supplemented by the necessity to store other kinds of information for long periods of time. In 2005, 2,700 petabytes (PB) of storage was allocated worldwide for information that required long-term retention, and this amount is expected to grow to an estimated 27,200 petabytes by 2010. This chapter will review the requirements for long-term storage of data and will describe state-of-the-art storage systems that are emerging to deal with these new requirements.

1. Introduction

In this chapter we will begin by describing market trends that have an impact on the storage business. Then, we will describe the underlying storage technologies and how they are changing as the market needs are evolving.

The amount of data in the world continues to explode. IDC [19] predicts that the amount of data created and copied will grow from 281 Exabytes in 2007 to 1800 Exabytes in 2011, an annual growth rate of 60% (1024 MB = 1 GigaByte (GB); 1024 GB = 1 TeraByte (TB); 1024 TB = 1 PetaByte (PB); 1024 PB = 1 ExaByte (EB)) . 80% of the data is unstructured, generated by email, documents, images and videos. The traditional structured data used in large enterprises and stored in relational databases is now only
20% of total data.

Enterprises are storing more data and for longer periods than before for two main reasons – first, the large number of new rules and regulations in the US and internationally that companies have to adhere to that require corporate data preservation, and second, the availability of cheap Mips and new analysis techniques that provide corporations with new ways to analyze their business data for competitive advantage.

The rest of this chapter is organized as follows. We begin by covering the various forms of storage devices that store data, including the most popular and ubiquitous form of storage device which is the disk drive. Next, we describe storage systems which combine 10s to 100s of disk drives, plus additional intelligence. Customers typically buy storage systems to store their data. Storage systems can retrieve and store customer data and can hide most forms of storage device failures from the applications. They also support storage functions such as caching and RAID. Over the years, storage systems have become more functional and we will describe a current state-of-the-art storage system as well as what we can expect in the next few years. Following that, we will describe how computers connect to storage systems, through what are called storage networks. Finally, we discuss storage software. Storage software is necessary to manage the storage systems and storage networks in a data center.

2. Storage Devices

2.1. Storage Device Industry Overview

Development and production of storage devices is now a distinct industry segment occupied by companies with high volume manufacturing capability. Storage devices are built to a collection of industry standards for form factor, power, system interface, etc., and sold as OEM products to computer and storage systems integrators. Hundreds of millions of devices per year find their way into laptops, desktops, other mobile devices such as cameras, and computer data center equipment. We describe the most common of these devices, and make observations about the system requirements these devices seek to satisfy.

2.2. Hard Disk Drives

The Hard Disk Drive (HDD) is the principle non-volatile storage medium for practically every computer system in use today. The HDD serves as a secondary layer in the memory hierarchy, beneath the solid state Random Access Memory (RAM). They offer information storage that is much cheaper (about 100 times cheaper) than RAM, but with much longer access times (1000 times slower or more).

The basic design of HDDs uses one or more platters or disks coated with magnetic material stacked on a spindle turned by an electric motor. For each platter, a moving arm positions a read/write head over a particular track, a narrow ring of data around the circumference of the platter. The head flies over the surface of the platter as the platter turns below it, and senses magnetic domains encoded on the surface. Bits are recorded on a track using one of two basic schemes – longitudinal recording and perpendicular
recording. In longitudinal recording, the magnetic orientation of the data bits is aligned horizontally, as its name indicates, parallel to the surface of the platter. By contrast, in perpendicular recording, the magnetic orientation of the data bits is aligned vertically, perpendicular to the platter or disk. When the magnetic bits become too tiny, ambient temperature can reverse their orientations and data can get lost. Perpendicular recording allows smaller physical bits that are still stable at room temperature.

The response time of a disk drive is determined by the time to interpret a command, plus the time required to move the read/write head to the correct track (a ‘seek’ operation), plus the time for the disk to rotate to the correct record on the track, plus the data transfer time. Typical I/O operations take 1-10ms to perform. The technology to write and sense magnetic domains on rotating media has been one of the most dramatic success stories of the IT industry. Since its first introduction by IBM in 1956, magnetic recording technology has improved by a factor of $10^{20}$ (100 million), allowing an iPod to store 10,000 times more data than the original HDD (the IBM RAMAC), which was the size of a refrigerator.

HDDs are manufactured in high volume, with over 400M units produced worldwide in 2007. There are four major product types:

- Desktop drives – used in desktop computer systems. These drives use the 3.5” form factor, and spin platters at 5400, 7200, or 10K RPM. The system interface is most commonly the IDE, ATA, or SATA interface. In 2006, desktop drives accounted for 40% of worldwide drive production. These drives are increasingly used in external storage systems attached to servers or storage networks.
- Laptop drives – used in notebook computers and some high-end portable music players. These drives accounted for 20% of worldwide production in 2006. Laptop drives use the IDE, ATA or SATA interfaces. The portable applications are sensitive to power and weight, so these drives are smaller and spin slower – a 2.5” form factor and 5400 RPM.
- Consumer drives – portable drives used in music players, GPS guidance systems, cameras, or other mobile applications. These are the smallest drives, with form factors as small as .8 inches. They accounted for 20% of production in 2006.
- Enterprise drives – the highest performance and highest capacity drives used as embedded drives in servers or in external storage systems that are attached to multiple servers through network interfaces. These drives use the 3.5” form factor, and currently range from 72GB up to 1TB in capacity, and spin at 10K and 15K RPM. They use the SCSI, SAS, and FC-AL system interfaces.

Disk areal density (bits/sq in) has improved historically at about 35%/year, with future improvements in the range of 25-35% in the coming years. During the years of 1992-2002 areal density improved at a rate of nearly 100% per year, with similar rates of improvement in the cost per capacity or $/GB (dollars per Gigabyte).

Improvements in other attributes of device behavior have been much slower. Most seriously, increases in performance measured by read operations/second and write operations/second have seriously lagged, with increases in the range of 5-8% per year.
As a result, the rate of operations/second per Gigabyte for an enterprise HDD has worsened by 100X in the past 10 years and Enterprise system workloads that require a high rate of small record operations have begun to see storage as a performance bottleneck.

The cost per gigabyte (GB) of disk drives will continue to decrease, but at a reduced rate. Instead of drive capacity doubling every 12 to 18 months, it will now double in 24 to 36 months. The 2007 high volume price estimates are $1.00-2.00/GB for enterprise disks and $0.30-0.60/GB for desktop disks. The recent trend, which is expected to continue indefinitely, is for the cost per gigabyte to decline at approximately 40% per year (CAGR).

The form factor of disk drives is also evolving. Currently, a transition is taking place from 3.5” to 2.5” drives. This transition is being driven by a number of factors, including the proliferation of laptops and the need of the enterprise system for higher storage performance in a smaller space. It is likely that the next form factor transition will take place after 2015. This transition will be from 2½” to 1.8” disks. If current areal density and packaging trends continue, then, in 2020, the likely capacity of disk drives will be: ~20 terabytes (TB) for a 3.5” drive, ~10TB for a 2.5” drive and ~5TB for a 1.8” drive.

The power \( P \) supplied to a disk drive is given by:

\[
P = C + M + S.
\]

In this equation, \( C \) is the power supplied to the control logic of the disk drive, \( M \) is the power supplied to the motor to spin the disk drive, \( M \sim d^{4.56} \times r^{2.8} \), where \( d \) is the diameter of the disk, and \( r \) is the rotational speed. \( S \) is the power supplied when the heads are moved to a new track. It is dissipated only when the heads are moving. Only \( S \) varies during normal system operation. A common approximation rule suggests that each of these draws about one third of the total disk power. To lower power consumed, one can either use a smaller disk form factor or one can shut the HDD down completely when not in use. However, because it takes such a long time to power-up a disk drive (~20 seconds), the latter is only practical for disk-based archival systems [1]. As power becomes the central issue for data centers, this power constraint will become a significant drawback for using disks as a storage medium.

### 2.3. Digital Tape Drives

Digital tape has been in use slightly longer than HDDs, and forms the third layer of the classic information storage hierarchy. Tape has several key attributes that keep it in use in data center operations:

- It is the cheapest large scale storage medium ($/Gbyte), and has maintained a 10X advantage over disk for several decades.
- The media cartridge can be removed from the tape drive or tape player, allowing the media to be stored in dense libraries with no power usage.
- Media cartridges can be removed & sent to offsite vaults or exchanged between data centers.

Digital tape has historically been used for backup data and for archival storage. The
drawbacks of tape use are:

- Slow access to data stored on tape. A cartridge must be mounted on a drive (player), and the tape must be sequentially searched for the data desired.
- Tapes are fragile, and can be damaged by environmental conditions, or mechanical stress. Tapes written on one drive may be unreadable on another drive.
- Tape archives require special software to create indices, since it is not searchable.

Modern data center tape operations use automated libraries with robot arms to pick cartridges from shelves and place them in drives. This automation eliminates human error, and minimizes exposure of tapes to hazards. Libraries come in a variety of capacity points, from 10’s of TB (Terabytes) up to 10’s of PB (Petabytes) in a single library.

Worldwide spending for datacenter tape has been flat or slightly declining in recent years. Tape for small computers (laptops, desktops) is in significant decline, as these users rely more on disk backup and network backup approaches. In the high-end market, the decline of tape for backup is more than offset by their use in archives, which will grow very large in some industries. Medical records and film and music archives need to be preserved ‘forever’, and continue to grow as more new content is added.

There have been a variety of tape formats historically, with different cartridges, tape widths and lengths, and data formats. As the use of tape becomes more limited to data center backup and archive applications, there has been consolidation around fewer formats. The Linear Tape Open (LTO) format, now on its fourth generation, appears to be positioned as the surviving midrange format, together with the half inch enterprise formats from IBM and STK.

2.4. Optical Storage

Optical storage has a well established role as a distribution media for video, music, games, and software. These high volume media are non-writeable, and therefore play a limited role in computer systems.

Optical storage is any storage method in which data is written and read with a laser. Typically, data is written to optical media, such as CDs and DVDs. Optical drives of all kinds operate on the same principle of detecting variations in the optical properties of the media surface. CD and DVD drives detect changes in the light intensity, and magneto-optic drives detect changes in the light polarization. All optical storage systems work with reflected light. For several years, proponents have spoken of optical storage as a near-future replacement for both hard drives in personal computers and tape backup in mass storage. Optical media is more durable than tape and less vulnerable to environmental conditions. On the other hand, it tends to be slower than typical hard drive speeds, and to offer lower storage capacities. A number of new optical formats, such as Blu-ray, use a blue laser to dramatically increase capacities.
Write once or re-writeable optical media have a role in the computer storage hierarchy, mostly in low-end or personal systems. Optical storage has higher performance and easier retrieval attributes than low-end tape for small office and home systems, and has become the preferred media for those users who want to create their own archives of data, downloads, pictures, etc. Slower write performance, and lower capacities than magnetic drives limit the value of optical storage in larger computing environments.

2.5. Emerging Storage Technologies

Attempts have been made for years to replace spinning magnetic technology as the second layer in the storage hierarchy, with technologies such as holographic storage, magnetic bubbles and battery protected memory.

2.5.1. Holographic Storage

In holographic data storage [18], an entire page of information is stored at once as an optical interference pattern within a thick, photosensitive optical material. This is done by intersecting two coherent laser beams within the storage material. The first, called the object beam, contains the information to be stored; the second, called the reference beam, is designed to be simple to reproduce. The resulting optical interference pattern causes chemical and/or physical changes in the photosensitive medium: A replica of the interference pattern is stored as a change in the absorption, refractive index, or thickness of the photosensitive medium. When the stored interference grating is illuminated with one of the two waves that was used during recording, the other wave is reconstructed. Illuminating the stored grating with the reference wave reconstructs the object wave, and vice versa.

A large number of these interference gratings or patterns can be superimposed in the same thick piece of media and can be accessed independently. Any particular data page can then be read out independently by illuminating the stored gratings with the reference wave that was used to store that page. The theoretical limits for the storage density of this technique are around tens of terabits per cubic centimeter.

In addition to high storage density, holographic data storage promises fast access times, because the laser beams can be moved rapidly without inertia, unlike the actuators in disk drives. With the inherent parallelism of its page-wise storage and retrieval, a very large compound data rate can be reached by having a large number of relatively slow, and therefore low-cost, parallel channels.

A rather unique feature of holographic data storage is associative retrieval: Imprinting a partial or search data pattern on the object beam and illuminating the stored holograms reconstructs all of the reference beams that were used to store data. The intensity that is diffracted by each of the stored interference gratings into the corresponding reconstructed reference beam is proportional to the similarity between the search pattern and the content of that particular data page. By determining, for example, which reference beam has the highest intensity and then reading the corresponding data page with this reference beam, the closest match to the search pattern can be found without initially knowing its address.
Because of all of these advantages and capabilities, holographic storage has provided glimpses of becoming an intriguing alternative to conventional data storage techniques for three decades. It is still unclear whether the promise will be realized in practice. In 2005, InPhase technologies showed a working prototype at the National Association of Broadcasters convention in Las Vegas, and in 2006, they published a chapter reporting an achievement of a holographic storage device storing data at 500 Mbits/sq. inch.

2.5.2. Flash Storage

There has been a lot of recent interest in Flash memory, which is solid state (meaning it has no moving parts) and non-volatile (meaning the contents are not lost when power is turned off). The interest in Flash stems from its pervasive use in consumer electronics applications such as cameras and iPods, and because Flash prices have fallen from $600 per MB in 1987 to $0.01 per MB in 2007 (a factor of 60,000 in 20 years). While it is still significantly more expensive than hard disk drives, there are cases where it is being used instead of magnetic disk drives because of its much higher performance (25 μs access time versus 5-10 ms for disk), its lower power consumption, or its better reliability (no moving parts). For example, we are already seeing many laptops that only use Flash drives instead of magnetic drives.

Flash drives will need to overcome three problems before we expect to see them used instead of magnetic drives in any significant way. First, the cost must continue to drop. By 2010 we expect to see Flash drive prices come within a factor of 10 of disk drive prices. This is through use of MLC (multi-level cell) technology which allows for storing multiple bits per cell. Second, Flash controllers must be developed that overcome the write endurance problem of Flash which is the limitation that a particular cell in the Flash memory can only be written 10⁴ to 10⁵ times before it becomes unusable. Finally, Flash controllers must be able to effectively hide the poor write performance of Flash caused by the need to erase a location before it can be rewritten. The first generation of Flash controllers which attack these problems are becoming available. So, by 2010-2011, we expect to see more pervasive use of Flash drives, primarily in applications where performance is important. However, Flash will never completely replace disk drives.
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