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Summary

Machine Learning (ML) investigates ways in which a computer can learn from data or past experience; its main goal is to help humans in constructing programs that cannot be built up directly, and programs that learn and improve from experience. Another goal of Machine Learning is to provide computational models for human learning, supporting thus cognitive studies of learning.

Research in Machine Learning dates back to the 40's, but ML was established as a modern discipline in 1980, with the first of a series of workshops (later on transformed into international conferences) took place. Since then the field has substantially, covering now a large variety of tasks, approaches, and applications.

ML can be analyzed along different directions. The first one is representation of the learned knowledge. From the first attempts at representing knowledge as simple propositional “concepts”, consisting of the values of a set of attributes, more and more sophisticated language have been used, ranging from subsets of First Order Logics to Bayesian networks. Also attention has been devoted to representation of continuous variables.

A second dimension of analysis is the learning task: supervised learning requires a teacher that is able to label some examples of a concept; usually, the goal of learning, in this case, is to acquire knowledge for classification. On the contrary, unsupervised learning only requires data, and the learner has to find structures in the data, if they
exist. Currently, methods are available to perform semi-supervised learning, in which the burden of the teacher is made lighter. Unsupervised learning is useful for concept formation.

A third dimension is the approach selected. A broad spectrum of methodologies and paradigms is available to researchers and users: symbolic methods of rules and decision trees learning, genetic algorithms, neural networks, reinforcement learning, case-based learning and hybrid methods including more than one approach.

Recently, the explosion of data in databases and the Internet has attracted researchers to develop ML methods for new kind of data and tasks: natural language text, images, video, multimedia data are commonly used by now for new tasks such as information retrieval, information extraction, robotics, business intelligence, bioinformatics and many others.

1. Introduction

To act on the environment, at the same time trying to understand the motivations underlying the actions and to trace their effects, to analyze the reasons for success and failure, and to discover laws and relations hidden in apparently disconnected pieces of information are all characteristics of what we believe to be an "intelligent" behavior. They are part of that cognitive activity that is learning.

Learning concerns vital functions at different levels of consciousness, starting with recognizing sensory stimuli up to acquiring complex notions for sophisticated abstract reasoning.

With the technological evolution of the information processing tools, machines and programs devoted to solving complex tasks have been built up, tasks whose computational complexity set them out of reach of a manual approach. However, these artificial systems require a great effort from the part of the designer or programmer, and, sometimes it is even not possible to come out with a solution. Moreover, even though a program could be written to solve a problem, it is usually rigid and cannot be extended to cases which are similar but not the same as solved ones, and, in addition, programs do not usually improve their performances with experience in much the same way as humans do.

Machine Learning has its roots in several disciplines, notably statistics, pattern recognition and control theory. Its main goal is precisely to help humans in constructing programs that cannot be built up directly, and programs that learn and improve from experience. Another goal of Machine Learning is to provide computational models for human learning, supporting thus cognitive studies of learning.

In Machine Learning the term "concept" is frequently used. There are two ways of considering concepts: the extensional and the intentional ones. In the extensional approach, a concept is simply a set of objects (instances). In the intentional approach there are at least three different views. In the classical view, which goes back to Aristotle, a concept is a "name" corresponding to a set of necessary and sufficient
conditions. The instances are not given explicitly, by they are all those objects that satisfy the conditions. This definition, well suited for mathematical concepts, is inadequate for everyday-life domains. Then, weaker definitions have been introduced. The heuristic view of a concept only keeps sufficient conditions, whereas the exemplar view considers a concept as a prototype, i.e., a real or virtual example with the “typical” features occurring in the instances. Even though there are some prototype-based Machine Learning approaches, the heuristic view dominates the field. Then, when speaking of a concept, we always mean, an intentional description of it.

Given a concept description $\phi$ and an object $e$, it is fundamental to define a procedure to ascertain whether $e$ is an instance of $\phi$, i.e., to define a covering predicate. If $\phi$ is defined as a set of (sufficient) conditions, than $e$ is an instance of $\phi$ if it satisfies the conditions. On the other hand, if the concept is represented as a prototype, we need to define a distance measure and a threshold, and we say that $e$ is an instance of $\phi$ if its distance from the prototype is less than the threshold. The set of all examples that satisfy a hypothesis $\phi$ is said the extension of $\phi$, denoted by $\text{EXT}(\phi)$.

Given a concept and a set of objects, we can classify the objects into examples (positive instances) of the concept, and counter examples (negative instances) of the concept. The most frequent setting in Machine Learning is learning concepts from examples, which consists in the task of acquiring a description of an unknown concept, starting from a set of instances. Learning can occur in a variety of contexts. An important distinction is the one between supervised and unsupervised learning. Supervised learning assumes that a teacher is able to supply a set of labeled data, from which the learner must derive general laws. Unsupervised learning does not exploit pre-labeled examples, but searches for spontaneous emergence of patterns in the data. The unsupervised approach is much more difficult than the supervised one.

To acquire declarative knowledge, as described above, is not the only goal of Machine Learning. Another one is to speed up performing some task, or to increase the efficiency and scope of problem solving skills.

Along the years, different natures have been attributed to machine learning. At the beginning it has been considered mainly an algorithmic process. One of the first approaches to automated learning was proposed by Gold in his learning in the limit paradigm. This type of learning considers that an infinite sequence of pieces of data is provided to the learner, who generates a model that explains the data. At each new input, the learner updates its current model (a "hypothesis”), hoping, but never knowing for sure, that it is closer to the "correct" one.

A fundamental step in Machine Learning has been the recognition of its nature as a search problem. Given a set of data, and some language(s) to describe the data and the target knowledge, learning consists in the exploration of a hypothesis space, guided by heuristics until a specified termination condition is met. As the search space is usually too large to be explored exhaustively, the learner must have a criterion to evaluate and compare hypotheses. In order to facilitate the search, the hypothesis space is usually
internally structured according to a more-general-than relation. This relation induces a partial order among the hypotheses, as represented in Figure 1.

\[ \varphi \preceq \psi \text{ if } \text{EXT}(\varphi) \subseteq \text{EXT}(\psi) \]

**Figure 1:** Extensional definition of the more-general-than relation. Hypothesis \( \psi \) is more general than \( \varphi \) if \( \text{EXT}(\varphi) \subseteq \text{EXT}(\psi) \)

In propositional languages, in which examples are represented as attribute-values pairs, it is also simple to give an intentional definition of the relation, in such a way that it can be evaluated by looking at the syntactic structure of the hypotheses (formulas). In Figure 2 an example of hypothesis space structured according to the more-general-than relation is reported.

In predicate logic there is no unique intentional definition of the relation. One of the best known is Plotkin's \( \theta \)-subsumption. Given two formulas \( \varphi \) and \( \psi \), we say that \( \psi \theta-\)
subsumes $\varphi$ if there exists a substitution $\theta$ such that $\psi\theta \subseteq \varphi$. Let us consider an example:

$$\varphi = \text{red}(a) \land \text{small}(a) \land \text{on}(b,a)$$

$$\psi = \text{red}(x) \land \text{on}(y,x)$$

$$\theta = \{ x/a, y/b \}$$

$$\psi\theta \subseteq \varphi$$

In addition to the generality level of a hypothesis, two basic domain-independent criteria, which are widely used, are accuracy, and simplicity of the learned knowledge. Accuracy refers to an evaluation (error rate, effectiveness, speed up,...) of the behavior of the acquired knowledge on unseen cases. Simplicity is usually related to some syntactic measure of the format of the knowledge, such as number of rules, number of conditions, and so on. An additional criterion, even though difficult to be quantified, is comprehensibility, usually based on a human expert's opinion.

2. Basic Knowledge Representation and Learning Methods

The first approaches developed, which also produced a number of practical applications, were devoted to infer concept descriptions for classification purposes. The learned concept descriptions were represented as decision trees, or logical formula, either propositional or in a restricted first order logic. The type of representation of the target knowledge strongly influences the learning algorithms and their complexity. The most basic methods for learning induce decision trees or discriminating rules, in the context of supervised learning for classification tasks, and characterizing rules or prototypes, in the context of unsupervised learning for concept formation.
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