FAULT TOLERANT SYSTEMS

Marcel Staroswiecki
Ecole Polytechnique Universitaire de Lille, University Lille I, France

Keywords: Fault detection and isolation, fault estimation, fault tolerance, fault accommodation, system reconfiguration, objective reconfiguration

Contents

1. Introduction
2. Control and Fault Tolerant Control
   2.1. Control Problem
      2.1.1. Standard Control Problem
      2.1.2. The Control Problem with Uncertainties
   2.2. Fault Tolerant Control Problem
      2.2.1. Impact of Faults
      2.2.2. Passive vs Active Fault Tolerant Control
      2.2.3. Available Knowledge
      2.2.4. Active Fault Tolerant Control Strategies
      2.2.5. On-line vs Off-line Solution of the FTC Problem
   2.3. Supervision Problem
3. Model Matching and the Pseudo-inverse Method
   3.1. Nominal Solution
   3.2. Fault Accommodation
      3.2.1. Consistency Conditions still hold
      3.2.2. Consistency Conditions do not hold: Approximate Model Matching
   3.3. System Reconfiguration
4. Optimal Control: the LQ problem
   4.1. Nominal Solution
   4.2. Fault Tolerant Control and Admissible Solutions
      4.2.1. First Problem Setting
      4.2.2. Admissible Solutions
      4.2.3. General Problem Setting
   4.3. Fault Accommodation
      4.3.1. Identifying the Faulty System
      4.3.2. Accommodating the Control to the Faulty System
      4.3.3. Testing the Admissibility of the Accommodated Control
   4.4. System Reconfiguration
5. System reconfiguration and Structural Properties
   5.1. The set of system configurations
   5.2. Minimal Component Sets
   5.3. Critical Resources
   5.4. Evaluating the Fault Tolerance Capability
      5.4.1. Redundancy Degrees
      5.4.2. Reliability of Property $P$
   5.5. Fault Tolerance and Maintenance Design
      5.5.1. Condition Based Maintenance
This chapter introduces the main concepts and approaches used for the design of Fault Tolerant Systems. The impact of faults on the setting of control and estimation problems is first analyzed, and two fault tolerance strategies, namely fault accommodation and system reconfiguration are distinguished. According to the level of knowledge which is provided by the Fault Detection and Isolation algorithms about the faulty system, either an accommodation or a reconfiguration problem is set.

When no solution exists to these problems, it is necessary to change the system objective. Two control problems, namely model matching and optimal control are investigated, and the conditions and means by which they can receive fault tolerant solutions are detailed. Since structural properties like controllability and observability are very important for the design of control or estimation algorithms, it is of interest to analyze whether they remain true or are destroyed when faults occur. This leads to characterize fault tolerant system configurations either in a deterministic way (redundancy degree), or in a stochastic one (reliability, mean time to failure).

1. Introduction

In spite of many advances in the field of systems and control design, complex systems sometimes do not render the services they were designed for, or run out of control, creating situations whose effects range from energy and material waste to loss of production, damage to the environment or even loss of human lives.

Malfunctions are the result of many possible causes, which can be classified into design errors, implementation errors, human operator errors, wear, aging, environmental aggressions. Fault Detection and Isolation (FDI) is aimed at detecting such malfunctions in real time, as soon and as surely as possible, and at finding their root cause, by identifying the system component(s) whose operation mode is not nominal.

Fault Tolerance (FT) is concerned with the system behavior under fault situations. Namely, the analysis of fault tolerance answers the question whether a given system, in a given fault situation, is still able to achieve its objective(s), while the design of fault tolerance provides the system with the hardware architecture and the software mechanisms which allow, if possible, to achieve a given objective not only in normal operation, but also in given fault situations.
Therefore, fault tolerance is defined with reference to:

1) one (or several) system objective(s)

2) one (or several) given fault(s)

Traditional control engineering considers two kinds of objectives, associated with the control of the system and with the estimation of its variables in real time. Roughly speaking, each objective is associated with a system structural property, namely controllability (the ability of the system state - or a functional of the state - to be controlled by the inputs) and observability (the ability of the system state - or a functional of the state - to be estimated from the outputs). Accordingly, fault tolerance analysis / design is referred to as Fault Tolerant Control (FTC) when control objectives are of interest, and as Fault Tolerant Estimation (FTE) when estimation objectives are considered. However, FT with respect to any system objective may be considered, for example one could be interested in Fault Tolerant Monitoring (FTM), namely in the ability of the system to still perform Fault Detection and Isolation in the presence of a (certain set of) fault(s).

This chapter will mainly develop the FTC problem. FTE and FTM considerations are quite similar, since observability and controllability are dual notions. It is organized as follows. Section 2 presents the basic formulation of a control problem, and the way the control point of view has to be adapted when Fault Tolerant Control is addressed. Sections 3 and 4 address two control problems whose fault tolerance is analyzed, namely, the Model Matching problem (leading to the so-called pseudo-inverse method) and the Optimal Control problem, in the Linear Quadratic setting.

The nominal problems being addressed in details in *Classic Design Methods for Continuous LTI-Systems* and *Control of Linear Multivariable Systems*, nominal results are only shortly reminded, as a starting point for the introduction of fault tolerance issues. In Section 5, the impact of system reconfiguration on structural properties like observability and controllability is presented. Critical resources and the evaluation of Fault Tolerance by means of deterministic as well as probabilistic considerations are introduced. The example of a (linearized) CCV-type aircraft is given in Section 6, illustrating the Model Matching and the Optimal Control approaches. The Fault Tolerant Estimation problem is also illustrated, by means of the analysis of the observability property, when the system is reconfigured following sensor fault occurrences. Concluding remarks and directions for FTC research are given in Section 7.

2. Control and Fault Tolerant Control

Control algorithms implement the solution of control problems. Control problems can be set in many different formulations, according to the way the system objectives are expressed, and according to the constraints that the solution must satisfy.

*Fault tolerant control* implements the solution of control problems in which the system objectives are achieved, in spite of the occurrence of a pre-specified set of faults.
Therefore, a Fault Tolerant Control (FTC) problem is above all a control problem. In order to set properly the FTC problem, it is necessary to recall the way control problems are set.

2.1. Control Problem

2.1.1. Standard Control Problem

A standard control problem aims at finding a control law in a given set $U$, such that:

i) the controlled system will achieve one (or several) control objective(s) $O$,

ii) while its behavior satisfies a set of constraints $C$.

Thus, the solution(s) of the problem is (are) completely defined by the triple $<O,C,U>$. 

- The set of admissible control laws $U$ defines the algorithms that can be implemented, e.g. open loop control (a mapping from the time domain to the control space), closed loop control (a mapping from the output $\times$ reference spaces to the control space), using continuous or discrete valued arguments for the variables, allowing for linear or non-linear, continuous or discontinuous, differentiable or non-differentiable mappings, etc.

- The objective(s) $O$ define(s) what the system is expected to achieve, when controlled by the above mentioned control law. Expressing $O$ may range from very general statements (e.g. achieve closed loop stability) to much more specific ones (e.g. reach a given point, on a given circular orbit around the earth, at a given time, for a space rendezvous).

- The constraints $C$ are functional relations that the behavior of the controlled system must satisfy over time. They can be classified into equality and inequality constraints. The equations which describe the behavior of the system (e.g. its state equations) obviously form a set of equality constraints, for any control problem, since it is impossible to the controlled system not to satisfy them. They are expressed by algebraic and differential or difference equations, when continuous variables are considered, and by other models (automata, Petri nets), when discrete values are of interest. Inequality constraints express that some saturations act on the system admissible solutions (e.g. in the space rendezvous problem, there is a limitation on the energy consumed along any admissible trajectory).

2.1.2. The Control Problem with Uncertainties

In the standard control problem, the constraints are supposed to be perfectly known. However, this is not the case in many practical situations, because constraints depend on parameters and unknown inputs which may vary in time, which may be different from one system to another one, whose identification is subject to identification errors, etc.
Uncertainties are considered by introducing a parameter vector $\theta$, and noting $C(\theta)$ the set of constraints whose parameters have the value $\theta$.

When uncertainties are present, the actual parameters value $\theta_a$ may be different from $\theta_n$, the nominal one ($\theta_a$ is unknown, but it is supposed that the set $\Theta$ to which it belongs is known). Obviously, there is no guarantee that the solution of the standard control problem $< O, C(\theta_n), U >$ will also solve $< O, C(\theta_a), U >$, and therefore the actual system may fail to achieve its objectives, even in the absence of faults.

Two approaches can be defined to deal with that problem. In the robust control approach, the problem is set as finding a control law in $U$, such that the objective $O$ is achieved whatever the parameter $\theta \in \Theta$ in the constraints $C(\theta)$. Such a setting can be symbolized by the triple $< O, C(\Theta), U >$. In the adaptive control approach, one first estimates the “true” parameter $\hat{\theta} \in \Theta$, and then solves the problem $< O, C(\hat{\theta}), U >$.

2.2. Fault Tolerant Control Problem

Fault tolerant control is concerned with the control of the faulty system. This can be done by changing the control law without changing the system which is operated (fault adaptation, fault accommodation, controller reconfiguration are terms often encountered in the literature), or by changing both the control and the system (in this case system reconfiguration is used). Since the control algorithm just implements the solution of a given control problem for a given system, changing the control or the system means that the control problem has been changed as the result of faults.

In order to understand the different strategies that can be applied to the design of fault tolerant control, let us first consider the impact of faults on the control problem $< O, C(\Theta), U >$ (extension to the triple $< O, C(\Theta), U >$ is straightforward) and then analyze the knowledge which is available to the control engineer about this impact. The two possible FTC strategies (namely fault accommodation and system reconfiguration) follow as a consequence of the available knowledge.

2.2.1. Impact of Faults

System objectives. The occurrence of faults does not change the system objectives. Indeed, the very nature of fault tolerant control is to still try to achieve these objectives, in spite of the faults in a given fault set.

1) when this is possible, the system is said to be fault tolerant, with respect to these objectives and to these faults. The control engineer’s task is to design some control law which is able to do that.

2) when this is impossible, the system is not fault tolerant with respect to these objectives and these faults. However, it is not enough to stand with this conclusion. Indeed, the control engineer should provide, in this case, indications about what to do with the system, otherwise catastrophic behavior may take place. Since the current
objectives cannot be achieved, the problem is transformed into finding new objectives that are of interest in the current situation, and to design the control law which is able to achieve these new objectives. In other terms, when the system fails to be fault tolerant, \textit{objective reconfiguration} has to be performed.

**System constraints.** The occurrence of faults will obviously change the constraints \(C(\theta)\) of the control problem, either because the value of the parameters will change or because the constraints themselves will have a different structure. Therefore the control problem will be transformed from \(<O, C_n(\theta_n), U>_n>\) into \(<O, C_f(\theta_f), U>_f>\) where \(C_n(\theta_n)\) is the set of nominal constraints and parameters, and \(C_f(\theta_f)\) is the set of constraints and parameters associated with the faulty system.

**Admissible control laws.** The occurrence of faults may also change the set of admissible control laws for example when faults occur in the computing and communication devices in which they are implemented, or when they change the saturation level of actuators. Let \(U_f\) be the new set of admissible controls, while the nominal one is \(U_n\).

### 2.2.2. Passive vs Active Fault Tolerant Control

Two major approaches can be distinguished in the design of FTC.

**Passive fault tolerance.** In \textit{passive fault tolerance}, the control law is not changed when faults occur. Therefore, the ability of the system to achieve its given objective must be preserved, \textit{using the same control law}, whatever the system situation (healthy or faulty). This means that the control law achieves the system objectives when the system is healthy (thus it solves \(<O, C_n(\theta_n), U>_n>\) ), as well as when the system is faulty (thus it also solves \(<O, C_f(\theta_f), U>_f>\) ). Implementing passive fault tolerance for a given set of faults means that there is a common solution to problem \(<O, C_n(\theta_n), U>_n>\) and to all problems \(<O, C_f(\theta_f), U>_f>\; , \; f \in F\), where \(F\) indexes the set of all the considered faults.

This is a very demanding condition, which can be fulfilled, in general, only for objectives associated with very low levels of performances (it is a so-called \textit{conservative} approach). Note that since the control law is not changed, the passive fault tolerance approach is similar to the robust approach when uncertain systems are considered. Indeed, faults can be considered as uncertainties which affect the system parameters. The difference lies not only in the size and interpretation of these changes, but also in the fact that the very structure of the constraints may change as the result of faults. Therefore, it may be possible to find solutions to the robust control problem, because the sets of solutions of the control problems associated with the different values of the uncertain parameters do intersect, while this is not true in general for the fault tolerant control problem.

**Active fault tolerance.** In active approaches, \textit{the system configuration and/or the}
control law is changed when faults occur, so that the ability of the system to achieve its given objective is preserved, using a system configuration and/or a control law adapted to each fault situation. In other words, each of the problems \(< O, C_n(\theta_n), U_n >\) and \(< O, C_f(\theta_f), U_f >, f \in F\), receives its own specific solution (when it exists), thus allowing for much more demanding objectives. However, for each of these problems to be solved, it has first to be properly set, i.e. the knowledge about \(C_f(\theta_f)\) and \(U_f\) must be available.

This obviously calls for a Fault Detection and Isolation (FDI) layer. Detailed presentation of FDI approaches can be found in Fault Diagnosis for Linear Systems, Fault Diagnosis for Nonlinear Systems, Design Methods for Robust Fault Diagnosis, Qualitative Methods in Fault Diagnosis, Statistical Methods for Change Detection and only the general features which are necessary for understanding the fault tolerant control problem statement are developed below. When \(< O, C_f(\theta_f), U_f >\) has no solution, the objective cannot be achieved under the given fault situation, and objective reconfiguration has to be explored, as previously explained.

2.2.3. Available Knowledge

Providing information about the fault impact is the goal of the FDI algorithms. However, the power and efficiency of these algorithms is limited. Fault detection informs that the problem to solve is no longer \(< O, C_n(\theta_n), U_n >\). Fault isolation informs about the subset of the constraints \(C_n(\theta_n)\) which are unchanged (those associated with the still healthy components), and the subset \(U_f \subseteq U_n\) of control laws which can still be used. The knowledge about the changed constraints calls for fault estimation, which is a new function to be considered. According to its performances, three cases must be considered:

a) the FDI algorithm provides an estimate \(\hat{C}_f(\hat{\theta}_f), \hat{U}_f\) of the fault impact. Then, the post-fault problem to be solved is the standard control problem \(< O, \hat{C}_f(\hat{\theta}_f), \hat{U}_f >\). Note that, when a solution exists, there is still a risk that the actual faulty system (described by \(C_f(\theta_f)\) and \(U_f\) fails to satisfy the objectives \(O\), although the available model of the faulty system does satisfy them.

b) the FDI algorithm provides an estimate \(\hat{C}_f(\hat{\theta}_f), U_f\) of the fault impact, where \(\hat{C}_f\) is a set of possible constraints and \(\hat{\theta}_f\) is a set of associated parameters. Then the problem to be solved is the robust control problem \(< O, \hat{C}_f(\hat{\theta}_f), \hat{U}_f >\). When a solution exists, the actual faulty system will satisfy the objectives \(O\) provided the actual constraints \(C_f(\theta_f) \in \hat{C}_f(\hat{\theta}_f)\), otherwise, the same risk as above exists.

c) the FDI algorithm detects and isolates the faults, but it cannot provide any estimate of
the fault impact \( C_f(\theta_f), U_f \). In that case, the control engineer is faced with the problem of designing the control of a partly unknown system, which is not possible.

Other possible and even worse cases are those where the FDI system detects the fault, but it cannot isolate it, nor is it able to provide any estimate, and the case where the FDI system does not even detect the fault. In the first case, the only possibility to keep mastering the system is to use objective reconfiguration, namely by moving to a fall back mode, while in the second case, any catastrophic behavior is possible. Active fault tolerance is only concerned with cases a), b) and c).

### 2.2.4. Active Fault Tolerant Control Strategies

**Fault accommodation.** Fault accommodation is the fault tolerant control strategy which is associated with cases a) and b). It solves the problem \(< O, \hat{C}_f(\hat{\theta}_f), \hat{U}_f >\) or \(< O, \hat{\Gamma}_f(\hat{\theta}_f), \hat{U}_f >\), which are associated with the control of the faulty system. The fault situation can be accommodated with respect to the objectives \( O \) when the problem has a solution. Note that the interpretation of fault accommodation is that it is a strategy by which the faulty system is controlled in a specific way, so as to still achieve the objectives which were (before the fault) achieved by the healthy system. Solving the problem \(< O, \hat{C}_f(\hat{\theta}_f), \hat{U}_f >\) or \(< O, \hat{\Gamma}_f(\hat{\theta}_f), \hat{U}_f >\) means that:

- the controlled system contains the same components as the healthy one, but some of them are faulty. More precisely, the faulty system has the same configuration as the healthy one, i.e. no component has been switched-off or switched-on in response to the fault(s).
- only the control law has been changed, since it now solves \(< O, \hat{C}_f(\hat{\theta}_f), \hat{U}_f >\) or \(< O, \hat{\Gamma}_f(\hat{\theta}_f), \hat{U}_f >\) instead of \(< O, C_n(\theta_n), U_f >\). This is why this strategy is also sometimes called control reconfiguration.

**System reconfiguration.** System reconfiguration is the fault tolerant control strategy which is associated with case c). Remember that in this case part of the faulty system is unknown. The only means to set a control problem is to switch-off the faulty components (which are known from the isolation function), and try to achieve the objectives using only the remaining (healthy) ones (among which some were possibly not in use in the pre-fault configuration). Let \( C_f(\theta_f) = C_n(\theta_n) \cup C_f^r(\theta_f) \) where \( C_n(\theta_n) \) is the subset of the constraints which are associated with the healthy part of the system, and \( C_f^r(\theta_f) \) is the subset of the constraints which are associated with the faulty part. Note that \( C_n(\theta_n) \) are known while \( C_f^r(\theta_f) \) are unknown. Using similar notations, let \( U_f = U_n^r \cup U_f^r \). Then, the reconfiguration strategy solves the problem \(< O, C_n(\theta_n), U_n^r >\), i.e. it tries to achieve the system objectives by using only the healthy
Fault accommodation vs system reconfiguration. Fault accommodation can only be used when the FDI algorithm detects and isolates the faults, and estimates the model of the faulty system, while system reconfiguration only needs the fault detection and isolation functions. The choice of a reconfiguration strategy might follow from the impossibility of estimating the fault, or it can be deliberate, so as to implement fault tolerant strategies which provide guaranteed results (i.e. which work whatever the fault mode in the switched-off components), and are as simple and as understandable as possible by operators (indeed, controlling the faulty system might be possible, but would use "strange" controls, that the operators would not understand, which might lead to dangerous reactions such as trying to counteract the accommodated control by manual interventions). It can also be noted that the analysis of system reconfiguration provides structural results, i.e. results which do not depend on the type of the fault, but only on the component(s) which is (are) faulty.

2.2.5. On-line vs Off-line Solution of the FTC Problem

It may be noticed that the reconfiguration strategy does not imply complex algorithms. Indeed, reconfiguration is (by definition) the choice of a new (post-fault) configuration (and an associated control law) which is able to carry out the system objective instead of the (pre-fault) one. The control of the post-fault configuration may of course be computed on-line, but since there is only a finite number of such possible configurations, it may also be computed off-line and a bank of controllers implemented, such that the appropriate control is switched on line when the associated fault is recognized.

When fault accommodation is considered, the new control has to be computed on-line and the control problem associated with the specific faulty system has to be solved under real time constraints. In some cases, possible faults are known in advance from the Fault Mode and Effect Analysis (FMEA), and the accommodated control can be computed off-line and applied on-line with the actual situation’s specific parameters, as soon as the model associated with the faulty system becomes available from the FDIE algorithm.

In all cases, very important issues are associated with post-fault stability, since the faulty system will be controlled by the nominal control as long as the accommodation or reconfiguration procedure has not produced a solution.

2.3. Supervision Problem

Suppose that both the accommodation and the reconfiguration strategies fail to provide a solution. In this case, another objective has to be provided to the system. Objective reconfiguration introduces the most general problem, defined by the triple, \(< O, C(\Theta), U >\) where \(O\) is a set of possible control objectives. This is a supervision problem, i.e. a fault tolerant control problem associated with a decision problem: when faults are such that fault tolerance cannot be achieved, the system goal itself has to be changed.
There are many ways by which new objectives can be defined. The simplest one is associated with purely quantitative changes, which only affect the values of some parameters, like e.g. in the controllability problem: when transferring the system state from \( x(t_0) = x_0 \) to \( x(t_f) = x_f \) is no longer possible because, as the result of faults, \( x_f \) does no longer belong to the controllable subspace, an objective reconfiguration might be to replace \( x_f \) by the nearest (in some sense) state \( x_f^* \) which belongs to the still controllable subspace.

More drastic objective reconfiguration are of course possible, e.g. in the problem of filling a tank in minimum time for processing a batch in food industry. Assume that the fraction of the nominal maximum flow that the pump is still able to deliver, \( u_{\text{max}}' \), is so low that the batch would be oxidized before the treatment can start, then obviously the objective of keeping the system in production can no longer be achieved, and has to be replaced by the objective of restoring the nominal system capability (which is a maintenance objective).

As it can be seen from such examples, in most cases, human operators are involved in the definition of new system objectives. It may happen that no achievable objective exists under the actual system possibilities. This can be a design error, or a deliberate choice to accept certain failure scenarios, e.g. for reasons of benefit or small likelihood of certain events. Note that fail-to-safe conditions are intended to avoid this case, since they express that for certain classes of faults, the objective of stopping the system must always be achievable.

### 3. Model Matching and the Pseudo-inverse Method

In the following sections, model matching and optimal control objectives will be considered for linear systems described by the constraints

\[
\dot{x}(t) = Ax(t) + Bu(t),
\]  

where \( x(t) \in \mathbb{R}^n \) and \( u(t) \in \mathbb{R}^m \).

In model matching, the control objective \( O \) is to design a control law such that the closed loop system behavior follows the reference model

\[
\dot{x}(t) = Mx(t) + Ne(t),
\]  

where the pair \( M, N \) is given, and \( e(t) \) is an arbitrary input signal.

When state feedback is considered, the set of admissible controls \( U \) is defined by

\[
u(t) = Ge(t) - Kx(t),
\]

where \( K, G \) are to be defined.
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