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Summary 
 
This chapter concerns rank tests for independence of two random variables. A form of 
locally most powerful test against particular alternative is derived and the most often 
used variants of this test are mentioned, namely the test of van der Waerden type, 
Spearman rank correlation coefficient, the quadrant test and the Kendall rank correlation 
coefficient, a member of non-linear rank statistics. Tests of hypothesis of randomness 
against trend alternatives are then studied and compared to the tests for independence 
that are formally similar. These tests, as well as a modification of the Kruskal-Wallis 
statistic in the presence of ties, are applied also to contingency tables. Modifications of 
all test statistics in the presence of ties and their expectation and variance formulas are 
given. The tests are applied and compared to each other and to classical tests of 
independence on examples. All of these tests are distribution free and relatively easy to 
use, which makes them widely applicable. 
 
1. Introduction 
 
A frequent statistical problem is to decide whether there exists any relationship between 
two characteristics in a set of units. These units can be for example people, cities, firms 
etc. To every unit two characteristics are assigned: e.g. human height and weight, 
number of inhabitants and criminality of a city, average wage and size of a firm etc. To 
test a hypothesis of independence (i.e. a hypothesis that there is no correlation between 
these two characteristics) we randomly choose a sample of size N  from the population 
of units and get the values of the characteristics from all of the N  units. When 
investigating a dependence of human height and weight, one could assume underlying 
bivariate normal distribution, i.e. one could assume that the data 1{( )}N

i i iX Y =, , where iX  
is the height and iY  is the weight of the i th individual form a sample from a bivariate 
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normal distribution with positive variances and correlation ρ . Under these assumptions 
the hypothesis of independence simplifies to hypothesis: 0 0H ρ: =  against alternative 

0K ρ: ≠ . Optimal choice for this problem is a test based on a sample correlation 
coefficient  
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We reject the hypothesis 0H  on the level of significance α , if 2 ( )NT t α−≥ , where 

2 ( )Nt α−  stands for the critical value of a t -distribution with 2N −  degrees of freedom. 
 
Unfortunately one cannot assume bivariate normal distribution in most cases. Then we 
assume only that the random sample 1{( )}N

i i iX Y =,  comes from an arbitrary bivariate 
continuous distribution ( )h x y, . Under these assumptions the rank tests for 
independence are used. The most frequently used rank test is based on the Spearman 
correlation coefficient Sr . It is easily expressed by means of r  (see Eq. (1)) by 
replacing 1{ }N

i iX =  with their ranks 1{ }N
i iR =  among all 1{ }N

i iX =  and similarly by replacing 

1{ }N
i iY =  with their ranks 1{ }N

i iQ = . Under the assumption of an underlying continuous 
distribution no ties are present in the sample with probability one and the ranks are 
uniquely defined. The Spearman correlation coefficient is defined as follows:  
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For Sr  it holds that: 1Sr ≤ , as well as for ρ . At the same time it can be seen from the 
right part of the Eq. (3) that if iR  and iQ  very close for every i , one can anticipate a 
positive correlation and Sr  is close to one. Whereas if the ranks are very different, Sr  is 
close to minus one. Thus the correlation coefficient Sr  is a popular estimate of the 
strength of the dependence of two characteristics in a population and we can use Sr  as a 
nonparametric estimate of the correlation coefficient of the distribution ( )h x y, . 
 
For illustration let us use a data concerning knowledge of students in science and 
history.  
 
Example:  Suppose that 10  students from a class were randomly chosen and were given 
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a science test and history test with the following results. 
 

Student  1 2  3  4  5  6  7  8  9  10   
Science score 26  22 16  23 50  44  47  48  40  43  
History score 51 22 19  34  55  35  31 52  53  49   

 
The aim is to test the hypothesis of independence between the science and history 
scores. Let us replace test scores by their ranks separately in both samples. The 
following table results: 
 

Student  1 2  3  4  5  6  7  8  9  10   
Science rank 4  2  1 3  10  7  8  9  5  6   
History rank 7  2  1 4  10  5  3  8  9  6   

 
It can be seen that the science ranks more or less corresponds to the history ranks and 
using Eq. (3) results in: 0 6606Sr = . . For example, from a table of the null distribution 
of Sr  it is seen that under 0H : ( 0 6606) 0 044SP r ≥ . = . , which is the significant 
probability as one rejects the null hypothesis 0H  against alternative of positive or 
negative dependence for large values of Sr . So we reject the hypothesis of independence 
on the 5%  level of significance in favor of the alternative. Let us compare this result 
with the test based on sample correlation coefficient, that one can use only under the 
assumption of a bivariate normal distribution. From Eq. (1) one gets: 0 6216r = .  and 
under 0H : ( 0 6216) 0 055P r ≥ . = . . So this procedure would not reject the null 
hypothesis on the 5%  level of significance.  
 
Tests for hypothesis of randomness ( H∗ ) are closely related to tests for independence. 
they are formally the same, but the interpretation of results is different. They are used to 
investigate the effect of a treatment or a factor on an characteristic (response). Let us 
suppose that the treatment is applied at N  different levels. Usually the levels of 
treatment are assigned randomly to N  subjects, on which the characteristic of interest is 
observed, one observation is taken on each level. The factor is very often time. For 
instance, a characteristic (average summer temperature) is observed throughout several 
years and we want to know whether the temperature rises during the period of time 
(testing H∗  against an alternative of an upward trend). Rejecting the hypothesis of 
randomness in favor of an alternative means that a change of a factor (treatment) causes 
a change of the response. The interpretation for tests of independence ( 0H ) is different 
though. On the example mentioned earlier in this section one can see that the levels of a 
factor (science test score) cannot be randomly assigned to the subjects (students), 
whereas a random sample from a population of interest must be taken and both of the 
characteristics of the units in the sample found out. The levels of both characteristics are 
then random. Therefore, by rejecting the hypothesis of independence ( 0H ) one cannot 
say that a high science score causes a high (or low) history score. One can only say that 
there is a relation between them, which can be either caused by acting of one of the 
characteristic on the other or a result of a common unknown influence on both of them. 
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Finally, tests for independence and randomness in contingency tables will be discussed. 
These tests are similar to the tests for randomness, where there is only a finite number 
of possible responses. Different tests are used against different alternative hypotheses. 
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