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Summary  
 
The amount of data is growing at an exponential rate. We are faced with a challenge to 
analyze, process and extract useful information from the vast amount of data. Traditional 
data analysis techniques have contributed immensely in the area of data analysis but we 
believe that the fuzzy logic can be complementary and can process complicated data sets. 
This chapter provides two kinds of novel fuzzy data analyses. 
 
1. Introduction  
 
Fuzzy logic reflects the pervasiveness of imprecision and uncertainty which exists in the 
real world. On the other hand, hard computing does not reflect this imprecision and 
uncertainty. The guiding principle of fuzzy logic is to exploit the tolerance of imprecision 
and uncertainty in order to achieve tractability, robustness, and low solution cost.  
 
Recently, in the area of data analysis, many new methods have been proposed. One 
reason for this is that traditional data analysis does not adequately reflect the imprecision 
and uncertainty of real world data. For instance, analysis methods for uncertainty data 
including interval-valued data, fuzzy data, modal data, functional data, and categorical 
data have been proposed. Data which have a much larger number of variables than the 
number of objects are also important concerns in multivariable data analysis. Such data 
have been obtained in various areas, such as genomics, bioinformatics, chemometrics, 
brain sciences, and functional data analysis. Conventional multivariate analyses cannot 
treat such data. Huge amounts of data (big data) are also a problem and data mining is 
placing an increased emphasis on revealing the latent structure existing in such data. 
 
The second reason is that with the advance of computer technology and the resulting 
expansion of computer ability, improved visualization techniques of data, results of data 
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analysis, and the features of data analysis have flourished. The features of complex data 
analysis involving imprecision and uncertainty have witnessed a crystallization of the 
exploratory visualization techniques for data.  
 
The third reason is the limited precision in the data. In order to obtain precision from real 
data, we need to make many assumptions about the latent data structures. Under the many 
assumptions necessary for representing real data structures, even if we obtain a precise 
result for the data, since no one can know the real data structure, we cannot prove that the 
assumptions actually represent the real data structure. Statistical data analysis assumes 
“systematic" uncertainty for observational data. The amount of systemization is 
represented by statistical distribution. The concept of exploratory data analysis (Turkey 
(1977)) where the emphasis is on the idea that real data structure is on the multiple aspects 
of the data and that a model (or a structure) is not assumed has been proposed. For 
exploratory data analysis, the concept of statistical science was an ideal solution. 
However, the essence of observed data is not always based on “systematic" uncertainty. 
The need for analysis allowing for the most comprehensive uncertainty has been 
increased. As an ideal solution for analysis capturing unique features of data with the 
intention of discovering uncertainty and a set of robust and modern methods, fuzzy data 
analysis has been proposed.  
 
From this background, the role of fuzzy data analysis techniques is growing and their 
potential is fully accepted in real world data analysis. In fuzzy data analysis, non-linear 
generalized models, symbolic data analysis, and kernel method are new and powerful 
methods that exhibit further progress with substantial reliance on the traditional statistical 
data analysis. In this chapter, we describe two kinds of innovative fuzzy data analysis 
techniques which exploit these methods hybrid with ordinary fuzzy clustering and 
principal component analysis.  
 
The first presents a family of fuzzy clustering models based on a new aggregation 
operator defined on a product space of linear spaces. The purpose of this new aggregation 
operator is to control the variability of the similarity of objects in the fuzzy clustering 
model. In order to consider this variability, we have proposed an exploit of an aggregation 
operator. Although this aggregation operator can represent the variety of the common 
degree of belongingness of a pair of objects to pairs of fuzzy clusters, the representation 
of the variability of similarity still has a constraint, that is, the similarity still has to be 
explained by a linear structure with respect to pairs of fuzzy clusters. This is caused by the 
metric constraint and the fact that the aggregation operator is a binary operator. In order to 
solve this problem, we require a new definition of a function family on a product space of 
linear spaces and have similar conditions of the aggregation operator to represent the 
variability of similarity. Therefore, we propose a new aggregation operator called a 
generalized aggregation operator and present the better performance of the results of 
fuzzy clustering models based on the proposed aggregation operator.  
 
The second proposal is a new correlation based on a fuzzy clustering result and a new 
principal component analysis (PCA) based on eigenvalues of this correlation. The merit 
of the use of fuzzy clustering based correlation to the PCA is that we can obtain the 
eigenvalues of the covariance matrix of variables for high-dimension and low-sample 
size (HDLSS) data in which the number of variables (dimensions) is much larger than the 
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number of objects. Therefore, ordinary PCA can apply to HDLSS data by using fuzzy 
clustering based correlation. 
 
In addition, we show a numerical example using micro array data, which is typical 
HDLSS data, to show a better performance of the proposed PCA with the fuzzy clustering 
based correlation when compared with ordinary PCA. Related with the PCA using the 
fuzzy clustering based correlation, there is a different PCA to apply to HDLSS data. 
While, many clustering techniques for interval-valued data have been proposed, 
especially for high dimension low sample-size interval-valued data, there has been no 
proposal for a variable selection added fuzzy clustering method. This chapter proposes 
this novel fuzzy clustering method for interval-valued data with an adaptable variable 
selection and proposes PCA based on this fuzzy clustering method. 
 
There are three reasons why the method is necessary: First, our target data in this study is 
high dimension low sample-size data. Due to the curse of dimensionality, we tend to 
obtain a poor classification result for this type of data. The main cause of this is noise 
occurring from irrelevant and redundant variables (dimensions). Therefore, we need to 
use an adaptable variable selection to reduce or summarize variables. Second, the merit of 
fuzzy clustering is to obtain the results with uncertain cluster boundaries, which is well 
adjusted with the uncertainty situation of classification to data. This gives a more robust 
result for the noise in the data when compared with hard clustering while mathematically 
we can obtain a result with continuous values. Third, an adaptable representation of 
interval-valued data can be exploited to transform the original data into more manageable 
data in order to avoid the curse of dimensionality. Numerical examples show a high 
performance for the proposed method.  
 
2. Fuzzy Clustering Model  
 
2.1. Introduction  
 
We have developed a nonlinear fuzzy clustering model (Sato-Ilic (2010a)) in order to deal 
with noisy data which is an extended model of a kernel fuzzy clustering model (Sato-Ilic 
et al. (2009)), an additive fuzzy clustering model (Sato et al. (1997)), and an additive 
clustering model (Shepard and Arabie (1979)). This model is one example of 
model-based clustering (clustering model) which is a category of clustering techniques 
whose essential feature is the assumption of a structure in the data. Through this feature, 
the mathematical properties of the obtained result tend to be clearer when compared with 
non-model-based clustering. In this model, we assume that all objects have some 
common properties and each common property is defined as a fuzzy cluster. That is, the 
similarity between a pair of objects is assumed to consist of some shared common 
properties of the objects. The shared common property is defined as common degree of 
belongingness of a pair of objects to a fuzzy cluster. Therefore, we do not need to define 
the metric to represent the similarity of objects. Since the difference of the definition of 
the metric causes the different clustering results, avoiding any definitions of metric has a 
benefit for the clustering. Exploiting this property has been discussed in certain areas 
such as genetics which have some merit for utilizing this model (ter Braak et al. (2010)). 
Also many algorithms related with this model have been developed through out several 
areas (Pedrycz et al. (2004), ter Braak et al. (2009), Runkler and Steinke (2010)).  
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Since an additive clustering model and an additive fuzzy clustering model have been 
discussed in a framework of “additive" clustering models, the common degree of 
belongingness of a pair of objects to a fuzzy cluster independently contributes to the 
similarity between the objects, so the interaction of a pair of objects for “different" fuzzy 
clusters cannot be considered. Therefore, we have taken the perspective of a nonlinear 
relationship among fuzzy clusters and have proposed a kernel fuzzy clustering model by 
extending the additive fuzzy clustering model for explaining the complexity of the noisy 
data.  
 
However, in the kernel fuzzy clustering model, although the variety of the common 
degree of belongingness of a pair of objects to a fuzzy cluster is adjusted by using an 
aggregation operator, the variety of the obtained similarity cannot be explained due to the 
fact that the aggregation operator is a binary operator. Since the obtained similarity has 
various structures, in order to propose a general-purpose clustering model, the fuzzy 
clustering model based on operators on a product space of linear spaces which is inclusive 
of the adaptable variety is deemed indispensable. 
 
Therefore, with the goal of creating a general-purpose clustering model having the merit 
of the degree of sharing common properties of objects, we propose a universal fuzzy 
clustering model with an implicit, internalized variability of the similarity structure. First, 
in order to implement the variability of the obtained similarity structure, we introduce a 
generalized aggregation operator (Sato-Ilic (2010a)) which is defined as a function on a 
product space of linear spaces and have similar conditions as aggregation operators.  
 
Such a function has been discussed mathematically as a metric on the product space 
considering a probabilistic space (Tardiff (1976, 1980)). In addition, several definitions 
of multidimensional aggregation operators (Beliakov (2003), Ai-Ping et al. (2007), 
Merigo and Casanovas (2010)) have been proposed. Since we exploit the merit of the 
fuzzy clustering model in which we do not need to use any metric and our proposed 
generalized aggregation operator satisfies conditions similar to those of the aggregation 
operator which has suitable conditions for the clustering model in which it takes 
advantage of the property of degree of belongingness, we use the generalized aggregation 
operator in the proposed model.  
 
This section consists of seven subsections. The following subsection describes the 
additive clustering model. Then in Section 2.3, we state an additive fuzzy clustering 
model. In Section 2.4, a kernel fuzzy clustering model is described. Section 2.5 proposes 
a fuzzy clustering model based on operators on a product space of linear spaces. Section 
2.6 shows several numerical examples and Section 2.7 contains the concluding 
comments.  
 
2. Additive Clustering Model  
 
The additive clustering model (Shepard and Arabie (1979)) is defined as follows:  
 

1

K

ij k ik jk ij
k

s w p p ε
=

= +∑ , (1) 
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where ( ), 1, 2, ,ijs i j n= …  is a similarity data between objects i  and j , K  is the number 
of clusters, and kw  is a weight representing the salience of the property corresponding to 
the cluster k . n  is the number of objects and ijε  is an error. ikp  shows the status of 
belongingness of an object i  to a cluster k . If an object i  has the property of a cluster k , 
then 1ikp = , otherwise it is 0. Therefore, ikp  satisfies the following condition:  
 

{ }0,1 , ,ikp i k∈ ∀ , (2) 
 
and the product ik jkp p  is unity only if both objects i  and j  belong to the cluster k . 
From the condition (2), it would be allowed that an object belongs to multiple clusters 
simultaneously. The cluster is defined, in this model, as a subset of all objects in which 
the objects included in the cluster share a common property. When a pair of objects has 
some common properties, this model assumes that these common properties “additively" 
contribute to the similarity between the pair of objects. That is, the degree of contribution 
of each common property to the similarity is mutually independent. For example, if a pair 
of objects i  and j  together belong to clusters 1 2, , , ml l l… , then the similarity ijs  is 
represented by the sum of weights of these clusters as follows:  

  
  

 
Therefore, the similarity is represented by the degree of shared common properties. 
 
2.3. Additive Fuzzy Clustering Model 
 
From Eq. (3), it can be seen that since the similarity ijs  is observed as continuous values, 
in order to obtain the better fitness in which ijε  is substantially small, the number of 
clusters tends to increase to explain observed similarity. In order to solve this problem, 
the additive fuzzy clustering model has been proposed. The additive fuzzy clustering 
model (Sato et al. (1997)) is defined as follows:  
 

( )ij ij ijs ϕ ρ ε= + ,  (4) 
 
where,  
 

( ) ( )( )1 1, , , , K
ij i j iK jKu u u u Rρ ρ ρ= ∈… .  (5) 

 
Suppose that there exist K  fuzzy clusters on a set of n  objects, that is, the partition 
matrix ( )iku=U  is assumed to exist under the following conditions:  
 

1
1, 1, ,

K

ik
k

u i n
=

= =∑ … , (6) 

 

1 2
.ij l l lm ijs w w w ε= + + + +"
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[ ]0,1 , 1, , , 1, ,iku i n k K∈ = =… …  (7) 
 
where iku  shows a degree of belongingness of an object i  to a cluster k . The purpose of 
model (4) is to estimate iku  which minimize the sum of squared errors ijε . Let 

( ),ik jku uρ  be a common degree of belongingness of a pair of objects i  and j  to a 
cluster k , namely, a degree of shared common property. To state simply, we assume that 
if all of ( ),ik jku uρ  are multiplied by α , then the similarity is also multiplied by α . 
Therefore, the function ϕ  itself must satisfy the condition “positively homogeneous of 
degree 1 in the ρ ”, that is,  
 

( ) ( ) , 0.ij ijαϕ ρ ϕ αρ α= >  (8) 
 
We consider the following function as a typical function of ϕ : 

( ) ( )
1

1
, , 0 .

K r
r

ij ij ij ik jk ij
k

s u u rϕ ρ ε ρ ε
=

⎧ ⎫
= + = + < < +∞⎨ ⎬

⎩ ⎭
∑  (9) 

 
We will deal with (9) ( 1r = ) hereafter, that is,  
 

( )
1

,
K

ij ik jk ij
k

s u uρ ε
=

= +∑  (10) 

The degree ρ  is the aggregation operator satisfied the following conditions defined in 
Definition 1.  
 
Definition 1: An aggregation operator (AO) is a binary operator ρ  on the unit interval 
[0,1], that is a function ρ  : [ ] [ ] [ ]0,1 0,1 0,1× → , such that [ ], , , 0,1a b c d∀ ∈  

, , ,a b c d R∈ , the following conditions are satisfied:  
 
( ) ( ) ( ) ( ),0 0, 0, ,1 1, ,a a a a aρ ρ ρ ρ= = = =  

 
( ) ( ), , , whenever , ,a c b d a b c dρ ρ≤ ≤ ≤  

 
( ) ( ), ,a b b aρ ρ= , 

 
where [ ] [ ]0,1 0,1×  shows a product space. The first condition denotes the boundary 
condition which means that if one object belongs to a cluster completely, then the 
common degree of belongingness to the cluster equals the degree of the other object to the 
cluster, and if one object does not belong to the cluster, then it is 0. The second condition 
shows the condition of monotonicity, that is, the greater the degree of belongingness of 
objects to a cluster then the greater the common degree of belongingness of the objects. 
The third condition means the condition of symmetry which is that the common degree of 
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belongingness of objects i  and j  is equivalent to the common degree of objects j  and 
i . T-norm (Menger (1942), Schweizer and Sklar (1983)) is a typical example which 
satisfies the conditions in Definition 1. From Eqs. (6) and (7), we assume that [ ]0,1ijs ∈  
in model (10). Algebraic product is an example of the t -norm, so if we assume as  
 
( ), ,ik jk ik jku u u uρ =  (11) 

 
then the model (10) is represented as follows:  
 

1

K

ij ik jk ij
k

s u u ε
=

= +∑  (12) 

 
In this model, if we put  
 

,ik k iku w p=  (13) 
 
then the additive fuzzy clustering model shown in Eq. (12) is reduced to be the additive 
clustering model shown in Eq. (1). Therefore, the additive clustering model is a special 
case of the additive fuzzy clustering model which in turn is an extended model of the 
additive clustering model. Moreover, if we assume Eq. (13) which shows the additive 
clustering model, from Eq. (2), iku  will have only two values for all i  as follows:  
 

{ }0, , .ik ku w i∈ ∀  (14) 

 
This means that the flexibility of the representation of the fuzzy clustering result shown in 
Eq. (7) is substantially reduced to the two values shown in Eq. (14) when we use the 
additive clustering model. Therefore, the additive fuzzy clustering model can obtain a 
more flexible result by using fewer numbers of clusters when compared with the additive 
clustering model. This is caused by the change of the condition from Eq. (2) to Eq. (7), 
which shows the change from the hard clustering model to the fuzzy clustering model. 
Therefore, by introducing the concept of fuzzy logic to the additive clustering model, we 
can obtain a more flexible result. A practical algorithm for obtaining the solutions of the 
fuzzy clustering models is described in the literature. (Sato et al. (1997), Sato-Ilic and 
Jain (2006), ter Braak (2009)) 
 
2.4. Nonlinear Fuzzy Clustering Model  
 
Since the additive fuzzy clustering model shown in Eq. (10) assumes the mutual 
independence among shared common properties, the interaction of different fuzzy 
clusters, which is a degree of shared common properties of objects to “different" fuzzy 
clusters, cannot be reflected in this model. Therefore, given the noisy data and the models 
lack of power to produce an explanation, the result tends to be imprecise. In order to 
overcome this problem, one simple idea is to consider ( ), ,ik jlu u k lρ ≠  as a common 
degree of belongingness of a pair of objects i  and j  to clusters k  and l  and put this to 
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5. Conclusions  
 
This chapter provides fuzzy data analyses based on classification structure captured by 
fuzzy clustering. Target data are HDLSS data and noisy data. Recently, both data have 
received attention from data analysts in many areas, since we cannot obtain useful results 
by using ordinary data analysis for these data. This chapter shows the efficiency of 
exploiting the latent classification structure to the ordinary data analysis, in order to 
obtain useful results.  
 
Glossary 
 
Fuzzy 
clustering 

: The purpose of clustering methods is to obtain groups (clusters) of data 
(objects) which are similar to each other. Fuzzy clustering is one of the 
clustering methods whose purpose is to obtain fuzzy clusters. A fuzzy 
cluster is defined as a fuzzy subset defined by a membership function. 
The main difference between ordinary clustering (hard clustering) and 
fuzzy clustering is the consideration of boundaries of clusters. In the 
case of fuzzy clustering, the degree of belongingness of objects to 
clusters can be considered in order to represent the real world 
classification structure. 

HDLSS data : Abbreviation of high-dimension and low-sample size data. This means 
data in which the number of variables (or dimensions) is much larger 
than the number of objects (or samples). 

Aggregation 
operator 

: Operators which satisfy three conditions boundary condition, the 
condition of monotonicity, the condition of symmetry. T-norms are 
typical examples of aggregation operators. 

PCA : Abbreviation of principal component analysis. 

Clustering 
model 

: One of the model-based clustering methods in which we assume a 
structure of data in order to obtain clusters. 

Symbolic 
data 

: Several kinds of data discussed in symbolic data analysis which 
included interval data, modal data, multi-numerical data, 
multi-categorical data, and probabilistic data.  
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