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Summary 
 
Today the idea of a random variable is basic in many branches of science. In this article 
it is explained how the concept of a random variable can be captured in proper 
mathematics. The most important feature of a random variable is the so-called 
probability distribution associated with it.  
 
In the case of a real-valued variable the probability distribution is completely pinned 
down by the distribution function. Probability distributions are traditionally classified 
into (absolutely) continuous and discrete ones. In basic courses on probability there 
often seem to be two theories of probability: One for absolutely continuous and one for 
discrete random variables. In this chapter an effort has been made to get around this 
artificial ‘dichotomy’. 
 
In terms of (joint) distribution functions the fundamental concept of independence is 
explained. Related to independence is the idea of conditional probability distributions, a 
concept playing an important role in many applications. In the last section it is 
explained how the probability distribution of a random variable can naturally be 
presented as a Borel measure. 
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1. Introduction 

A random variable or stochastic variable is an observation or measurement of some 
aspect of some probability experiment. Otherwise stated, a random variable is a 
measurement which, when repeated under exactly the same conditions, does not 
necessarily result in the same outcome. Very often such measurements can be captured 
or summarised in the form of a number. Random variables are nowadays usually 
denoted by capital letters such as , ,X Y Z  and then their outcomes by the corresponding 
small letters , ,x y z  respectively. So X  stands for a measurement that is still to be 
carried out and x stands for the result of the measurement once the experiment is 
finished. In X  there are elements of probability whereas x  is a definite object, very 
often some real number. 
 
Example 1:  In a game of chance a die is thrown twice. Conclusive factor in the game is 
the total number of pips thrown, which will be denoted by X . This X  is evidently a 
random variable: When repeating the experiment, X  does not necessarily assume the 
same value. In X  there are elements of probability. For example, one could ask oneself 
about the probability that X  is going to assume an outcome higher than ten. If the first 
throw shows three and the second four pips, then the outcome x of X  is equal to 
3 4 7+ = . In this outcome there is no element of probability anymore.   
 
A probability experiment can mathematically be captured in terms of a Kolmogorov 
triplet ( ,Ω F ,P ) , where Ω  is the set of all possible outcomes, F  the collection of all 
selected events, and P  a function that assigns to every selected event the probability 
that it is going to occur. In the following the elements of Ω , the possible outcomes of 
the experiment, will be denoted by the letter ω . Events can be identified with subsets of 
Ω  and will be denoted by the letter E. In this identification an event E occurs if the 
outcome of the experiment is an element of E. In this setting a real-valued random 
variable X , showing some aspect of the probability experiment ( ,Ω F ,P ) ,  can be 
defined as a function that assigns, in some prescribed way, to every outcome ω  of the 
experiment a real number ( )X ω . Briefly, a real-valued random variable can in this 
setting be defined as a function :X Ω→ R , where R  denotes the set of all real 
numbers. 
 
Example 2:  In the probability experiment of throwing a die twice the possible 
outcomes can be characterised by ordered pairs of numbers ( , )i j , where i and j are the 
numbers 1,2,3,4,5,6. Thus a specific outcome such as (2,5)ω =  indicates that the first 
throw showed two pips and the second five. The set Ω  is here given by  
 

{ } { }(1,1), (1,2), ... , (6,6) ( , ) , 1,2,3,4,5,6i j i jΩ = = = .  
 
With every subset E one can associate the event that the outcome ω  is going to be an 
element of E. Thus the subset 
 

{ }: (2,1), (2,3), (2,5), (4,1), (4,3), (4,5), (6,1), (6,3), (6,5)E =  
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corresponds to the event that the first throw is going to be even and the second odd. For 
every subset E of Ω  one can talk about the probability that the corresponding event 
will occur. Namely, this probability is, when all possible outcomes are equally probable, 
generally given by  
 

( ) number of elements in number of elements in .
number of elements in 36

E EE = =
Ω

P  

 
The probability that the first throw will be even and the second odd can thus easily be 
computed to be 
 
( ) 9 1

36 4E = =P  
 
where E is the 9-element subset defined above. The total amount X  of pips thrown is 
one aspect of this experiment. It can be captured as a function :X Ω→ R  by setting 

(( , )) :X i j i j= + . So, if the outcome is given by (3, 4)ω =  then the outcome x of X  is: 
((3, 4)) 3 4.x X= = +  The event that one is going to observe that 10X ≥  corresponds to 

the 6-element subset  
 

{ }(4,6), (6, 4), (5,5), (5,6), (6,5), (6,6) .E =  
 
The probability that this will occur is 
 

( ) 6 1
36 6

number of elements in
36

.EE = = =P  

 
The probability above is often briefly denoted as ( )10X ≥P .  

2. The Distribution Function of a Random Variable 

Given some real-valued random variable X and some arbitrarily chosen numerical value 
v  one could ask: What is the probability that X  will show an outcome v≤ ? This 
probability is usually denoted as ( )X v≤P ; it evidently depends on the value of v . This 
dependence can be captured in the form of a function : [0,1]F →R  by setting 
 
( ) ( ):F v X v= ≤P        for all v∈R . (1) 

 
The function F is called the cumulative probability distribution function or more briefly 
the distribution function of X . If necessary the function can be denoted by XF  to 
emphasise that it belongs to the variable X . Such a distribution function is always an 
increasing function, increasing from 0 to 1 when v  runs from −∞  to +∞ . The 
function may show discontinuities, exhibiting themselves as jumps in its graph (see 
Figure 1 below). 
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If such a jump occurs, for example at 1v = , then the size of the jump is equal to the 
probability that X  will show the outcome 1. Generally one has 
 

( ) size of jump atX v v= =P . (2) 
 
When there is no jump at v  then the size of the jump is understood to be zero. For 
example, in Figure 1 the jump at 5v =  is zero. Hence ( 5) 0X = =P . This should be 
read as follows: The probability that X  will show the outcome 5 with infinite precision 
is equal to zero. The probability that X  will show an outcome between for example 4.9 
and 5.1 is equal to (5.1) (4.9).F F−  More precisely and more generally one has 
 

( ) ( ) ( ).a X b F b F a< ≤ = −P  (3) 
 

 
 

Figure 1: Distribution Function  
 
Two real-valued random variables X and Y are said to be identically distributed if their 
distribution functions are identical. This is usually denoted by something like X Y or 
X Y . It should be noted here that X Y  does not imply X Y= . Here is an easy 
example in this: 
 
Example 3:  Throwing a die twice, let X  be the number of pips in the first and Y the 
number of pips in the second throw. Of course then X  and Y can very well show 
different outcomes, hence X Y≠ . However, X  and Y evidently have identical 
distribution functions and therefore one does have X Y  here.    
 
Being identically distributed is not compatible with addition or multiplication. That is to 
say, it can very well occur that X V  and Y W , but that neither the variables in the 
pair X Y+  and V W+  nor those in the pair XY  and VW  are identically distributed. 
This negative phenomenon is illustrated in the next example: 
 
Example 4:  Let X  and Y  be as in Example 3 and let V X=  and W X= . Then, of 
course, one has X V  and .Y W  However, the variables X Y+  and V W+  are not 
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identically distributed. Namely, V W+  is actually equal to 2X  and can therefore 
assume even outcomes only. The variable X Y+ , however, can very well show an odd 
outcome. Hence X Y+  and V W+ can impossibly be identically distributed. Similar 
arguments show that XY  and VW  are not identically distributed in this example.   
 
From the mathematical point of view notations like ( )X v≤P , which were used to 
define the distribution function of a random variable X , are nonchalant. Actually, the 
event that X  will show an outcome v≤  is defined by the subset 
 

{ }( )E X vω ω= ∈Ω ≤  (4) 
 
where ( , , )Ω F P  is assumed to be the underlying probability space of X . One can only 
speak about the probability that E  is going to occur, that is, about ( )EP , if E  is a 
member of F .  
 
For this reason it is usually incorporated in the mathematical definition of a real-valued 
random variable X  that subsets of the form { | ( ) }X vω ω∈Ω ≤  be members of F . In 
mathematical measure theory this is expressed by saying that X  is F -measurable. 

3. Classification of Random Variables 

In mathematics a set A , for example a set of real numbers, is said to be countable if it 
can be presented as a sequence of elements. That is to say, a set A  is countable if it can 
be defined as 

 
1 2 3: { , , , ... }A a a a=  (5) 

 
Here the sequence 1 2 3, , , ...a a a   may be finite or infinite. It is known that there exist sets 
that are not countable. For example, it is impossible to present the elements of the unit 
interval [0,1] as a sequence of elements. Hence the unit interval is not countable. 
 
For an arbitrary random variable X  the range is understood to be the set of all possible 
outcomes of X . The range of a variable X  will be denoted as XM . If the underlying 
probability space of X  is ( , , )Ω F P  then the range of X  can be presented as  
 

{ }( )XM X ω ω= ∈Ω . (6) 
 
A random variable X  is said to be discrete if XM  is a countable set. So in the case of a 
discrete variable X  the possible outcomes of X  can be listed as a finite or infinite 
sequence 1 2 3, , , ...x x x  Denoting the probability that X  will show outcome ix  by ip , 
one can make a so-called probability table for X : 
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Figure 2: Probability table for X 
 
The table in Figure 2 can be visualised in the form of a needle diagram in which the 
length of the thi  needle is equal or proportional to ip  and their sum equal to one: 
 
 

 
 

Figure 3: The distribution function of a discrete variable X  is related to the ip  
 
The distribution function of a discrete variable X  is related to the ip  as 
 

( ) sum of all for which .
i

i i i
x v

F v p p x v
≤

= = ≤∑  (7) 

 
Distribution functions of discrete random variables as a rule show in their graphs a stair-
shape, such as sketched in Figure 4 below: 
 

 
 

Figure 4: Distribution functions of discrete random variables 
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The jumps occur at places where iv x= . Conversely, every random variable showing a 
stair-shaped distribution function is discrete. Thus discreteness of a random variable can 
be read off from its distribution function. 
 
A random variable is called continuous if its distribution function is continuous, that is 
to say, without any jumps in its graph. 
 
Figure 5 shows an example of such a distribution function. A special class of continuous 
random variables are those that are called ‘absolutely continuous’: A random variable X 
is said to be absolutely continuous if its distribution function F  can be presented as a 
left-tail area function of some function :f +→R R . The latter function is then called 
the probability density function of X . 
 

 
 

Figure 5: An example of such a distribution function 
 

 
 

Figure 6: Probability density function 
 

Mathematically this can be described in terms of an integral: 
 

( ) ( )

v

F v f x dx

−∞

= ∫ . (8) 

 
As a rule, aside from some difficult mathematical complications in cases where f  is 
not continuous, one then has 
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( ) ( )F x f x′ =  (9) 
 
where ( )F x′  is the derivative of F  at x .  
 
The classification of random variables into discrete and continuous variables is 
exclusive but not exhaustive. Namely, it can occur that a variable is neither discrete nor 
continuous. Figure 1 shows, as an example, a distribution function of which the 
underlying random variable is neither discrete nor continuous. In probability literature 
the distinction between ‘continuous’ and ‘absolutely continuous’ is often disregarded. It 
is indeed so, as already suggested by the terminology, that an absolutely continuous 
variable is always continuous. It can, however, very well occur that a random variable is 
continuous, but not absolutely continuous. In the past such variables were considered to 
be not of any practical value. Today, however, a prominent role is allotted to them in 
theoretical physics. 
 
- 
- 
- 
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