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Summary 

Statistics is a field that has been widely applied to almost all aspects of human 
endeavors particularly those related to science and technology. This article provides an 
overview of probability as the foundational bases of statistical methods that justify their 
use in making inductive inferences based on observed data. In addition, statistical 
methods used for data exploration, model building and assessment and for data 
acquisition are briefly presented.  

1. Introduction 

Observations and experiments produce data that can be used to challenge existing 
beliefs, make decisions, predict the future and reveal new knowledge. It is not surprising 
then to see the wide application of statistical methods to almost all types of human 
activities. National governments periodically collect, analyze and publish demographic, 
social, economic and environmental statistical data. These are used to document 
changes, identify causes and make decisions. Many papers published within scientific 
journals contain some applications of statistical methods.  Statistical thinking plays a 
pivotal role in shaping and guarding the objectivity of scientific methods. In some cases, 
the interaction of statistics and other disciplines has led to the creation of new branches 
of sciences with their own journals, societies and educational departments as can be 
seen in the cases of biostatistics, chemometrics and environmetrics.  
 
One may ask why statistical science is so widely applied. The answer rests on the fact 
that although data are collected upon a limited number of units, a sample, the objective 
of statistics is to extract and understand the information contained within the data and to 
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generalize the results to other potential sampling units that are not included in the 
sample. It achieves this objective by devising methods for extracting the relevant 
information contained in the data and by the logical generalization of the results of the 
sample to un-sampled units.  
 
In this contribution, we shall begin by briefly discussing the probabilistic foundations of 
applied statistical methods. This is then followed by a broad discussion of the statistical 
methods for exploratory data analysis, model building, inference, and the design of data 
collection. We will conclude with some comments about the future practice of applied 
statistics in a rapidly advancing technological environment.    

2. Foundations 

The foundations of formal applied statistical methods reside in the theory of 
probabilities. This arose historically out of discussions of games of chance in the 17th 
century. From this beginning, it slowly trickled into other areas such as agriculture, 
official statistics, and now it is applied in many different fields. 
 
Experimental and observational data are subject to a measure of uncertainty.  This 
uncertainty is modeled and analyzed by probabilistic methods. Such methods are 
mathematically precise and are different from the subjective notion of the word 
probability used to judge a situation or an event in every-day life. 
 
The mathematical approach begins by the primitive concept of elementary events. All 
possible such events form a sample space with a subset of these events representing a 
compound event. For each event, a mathematical measure is attached that represents the 
probability of its realization.  
 
To clarify these concepts, let us consider a controlled experiment in which three 
indistinguishable organisms are individually exposed to an equivalent dose of a toxic 
substance for the same length of time. Let the objective of the experiment be to 
determine the effects of exposure upon the survival of the organism. If S and D are used 
to represent respectively the survival and death of an organism, then an elementary 
event will correspond to a particular combination of each organism’s outcome of S or D. 
For example {S, S, D} stands for the survival of the first two organisms and the death of 
the third. The sample space S consists of the eight elementary events: {S,S,S}; {S,S,D}; 
{S,D,S}; {S,D,D}; {D,S,S}; {D,S,D}; {D,D,S}; {D,D,D}.  
 
The next step is to assign a probability to each of these events.  For the purpose of 
illustration, let us assume that the toxic substance has no effect on the organism.  Hence 
that it is logical to view each of these events as equally likely. Thus, P(S) = P(D)  = 1/2.   
Therefore, the probability of an elementary event is given as P{elementary event} = 
(1/2). (1/2). (1/2) = 1/8. 
 
From this probability measure, we can calculate the probabilities of various compound 
events by summing the probabilities of all its elementary events. Let R be the number of 
survivors. Then R takes on the values 0, 1, 2, 3 with the following probabilities: P{R=0} 
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= 1/8; P{R=1} = 3/8; P{R=2} = 3/8 and P{R=3} = 1/8. We note that the sum of the 
probabilities of R over its entire set of values is one. 
 
R is a compound event.  Therefore, each of its possible events is made up of a number 
of simple events.  For instance, the event R = 2 corresponds to the three events {S,S,D}, 
{S,D,S} and {D,S,S}, so that P{R=2}=3/8. A variable defined analogously to R is called 
a random variable. It represents a function defined on the sample space S.  Here R takes 
on a set of discrete values and for every possible value j of R there exists a non-negative 
number called the probability of R=j, (that is   P{R=j}), such that 
 
0 1≤ = ≤P R j{ } . 
 
If instead of three organisms, n organisms are used and instead of assuming that the 
toxic substance has an effect, we assume that P{S} =  θ  and P{D} = 1 - θ , where 0 ≤ θ  
≤ 1, then R is distributed as a binomial distribution with 
 

P R j j
n

j n j{ } ( ) ( )= =
⎛
⎝⎜
⎞
⎠⎟

− −θ θ1     for j = 0, 1, . . ., n 

 
This binomial distribution serves as an approximate model to many natural phenomena. 
There are other probability models for discrete data. These include the multinomial, 
Poisson, hypergeometric and negative binomial distributions (see Johnson, Kotz and 
Kemp (1992)). There are also multivariate versions of these distributions that can be 
found in the book by Johnson, Kotz and Balakrishnan (1997).  
 
Univariate and multivariate probability models are also available for continuous data. 
Here the sample space is continuous and the probability of realizing a specific value is 
zero. We speak instead of the probability that the random variable is realized within an 
interval. Examples of common continuous models include the normal, gamma, uniform, 
beta, Cauchy, student t, chi-square and Weibull distributions. Most of these models are 
given in statistics books (see Evans, Hastings and Peacock (2000) or Kendall and Stuart 
(1976)).  Let f x( , )α  be the probability density of a continuous random variable X and 
α  is the parameter of the distribution. Note that both X and α  may be vectors.  
 
One particular continuous distribution that deserves further discussion is that of the 
normal distribution. A random variable X is normally distributed if it has the probability 
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x . This distribution has been at the 

cornerstone of statistical theory and applications for decades. Classical regression 
analysis and the associated analysis of variance methods are based upon this distribution 
or upon distributions derived from it. These include the student t, the chi-square and the 
Fisher F distribution. Moreover, the normal distribution (univariate or multivariate) has 
been derived as the asymptotic limiting distribution for many frequently used test 
statistics (Van der Vaart (1998)). 
 



UNESCO – 
EOLS

S

SAMPLE
 C

HAPTERS

PROBABILITY AND STATISTICS – Vol. III - Applied Statistics - Abdel H. El-Shaarawi 
 
 

©Encyclopedia of Life Support Systems (EOLSS) 

Some characteristics of the probability models are frequently of interest in applications. 
These include the mode, median, quantiles and the moments of the random variables. 
The mode is the value of the random variable that maximizes its probability density. 
The median is the value of the random variable that divides the total area under the 
probability curve into equal parts. Finally the kth order moment of a random variable is 
 

E X x P X xk
k i

k
i

i
( ) ( )= ′ = =

=

∞

∑μ
0

for a discrete random variable 

E X x f x dxk
k

k( ) ( , )= ′ =
−∞

∞

∫μ α       for a continuous random variable.  

  
Of particular interest to most experimenters, are the first four raw moments. From them, 
we can derive the expectation E(X) and the variance Var(X) and the coefficients of 
skewness γ and kurtosis β : 
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The expectation (the first raw moment), the median and the mode are known as the 
measures of location of the distribution. They have the same value for symmetric 
distributions. The variance is a measure of the spread of the distribution while the 
skewness and kurtosis measure the shape of a distribution.  The skewness coefficient is 
zero for a symmetric distribution. The kurtosis determines if the distribution has a heavy 
or light tail relative to that of the normal distribution.     
 
- 
- 
- 
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