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Summary  
 
This chapter presents the design of digital systems and circuits, starting from Boolean 
logic, logic gates and CMOS transistors, as it is the mainstream technology to 
implement digital circuits. The design methodology to implement logic circuits in 
CMOS transistors is presented, starting from the Karnaugh map. With logic gates, one 
can design finite state machines which are sequential machines comprising a 
combinational circuit and a clocked register. Microprocessors are also digital circuits, 
and their design will be presented step by step, starting from programmable finite state 
machines, then introducing binary decision machines from which the design of very 
simple microprocessors can be easily explained. More complex microprocessors like 
available microcontrollers and DSP processors are also described. Finally, as power 
consumption is the main problem today for all digital circuits, several techniques of 
power reduction are presented.  
 
1. Introduction 
 
Digital circuits are well-known from very long time ago, based on switches that adopt a 
very simple model: on or off. So one can use Boolean expressions, true and false, 
implemented as Vdd and Vss or “1” and “0”. The spectacular development of digital 
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circuits comes from the microelectronics technology, starting with the vacuum tubes 
used as switches, transistors invented in late 1947 and integrated circuits in 1958, to 
recent single chips which could contain more than one billion of switches.  
 
The ITRS roadmap, established and reviewed annually by experts of semiconductor 
companies, proposes a roadmap for the next 15 years. Predictions for 2022 are 11 
nanometers technologies, about 70 billions of transistors, more than 10 GHz frequency, 
nominal voltage of about 0.8 Volt and maximum 130 watts of power consumption. 
However, for economical reasons, nobody can predict if we will see such a technology 
or we will see saturation before this 11 nanometer node.  
 
The ITRS roadmap is however not limited to the technology scaling and proposes to 
look at three different axes: 
 
• More Moore (continuing the technology scaling towards 11 nanometers) 
• More than Moore (introducing heterogeneity in single chips with analog, special 

memories, microsystems such as sensors and actuators, energy scavenging devices, 
antennas, optics, on top or besides of the chips) 

• Beyond CMOS (new nano-switches, such as nanowires, nanotubes, molecular 
switches, etc.. aiming at outstanding performances mainly in power consumption 
reduction).  

 
However, this chapter will start from the beginning, looking at the design of digital 
circuits starting from Boolean logic.  
 
2. Boolean Logic and Combinational Circuits 
 
Boolean expressions, i.e. statements that are true or false, are used for electronic circuits 
as true and false are easily translated into “1” and “0” (or Vdd=supply voltage and 
Vss=ground). Boolean variables like A, B, C,… take only values “1” and “0”. Logical 
operations are NOT (complementation), OR (addition) and AND (multiplication). 
Boolean expression like (A B) + C means that first the product A B (AND operation) is 
evaluated and then ORing the result with C.  
 
If we assume a circuit with three inputs A, B and C, there are 8 possible input states. 
The output Z can be defined with a truth table depicted in Table 1. A truth table is a 
model of a combinational circuit for which each input state defines a single output. In 
other words, the output depends only on the input state and not from some internal 
memorized state, as it is the case in sequential circuits.  
 

ABC Z 
000 1 
001 0 
010 1 
011 1 
100 1 
101 1 
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110 0 
111 1 

 
Table 1. Truth Table of Function Z 

 
Using the truth table of Table 1, it is possible to synthesize the corresponding electronic 
circuit. Each input state which has its output at “1” is called a minterm. The function Z 
is therefore the logical sum of all the minterms. One has:  
 

      Z ABC ABC ABC A BC A BC ABC= + + + + +  
 
This Boolean equation can be implemented by 6 AND gates with 3 inputs 
(implementation of the 6 minterms) and with an OR gate with 6 inputs (the outputs of 
the 6 AND gates). Such an implementation is far from being minimal. It can be 
simplified by using theorems about Boolean Logic like ( 1X X+ = ). The first term and 
the fourth term of the Z equation can be simplified ( )A A BC BC+ = . The same process 

can be applied to 2nd and 3rd terms, as well as the two last terms. One has:  
 

( )Z  +  (  )  ( )  A A BC AB C C AC B B BC AB AC= + + + + = + +  

 
This process is a quite difficult task for more complex functions. It why the normal 
process is to transform the truth table into a Karnaugh map (Figure 1). It is the same 
representation than the truth table, but the cubes are arranged (00, 01, 11, 10) in such a 
way that blocks of “ones” can be identified much more easily. The goal is to identify the 
minimum number and the largest blocks of “1”. In Figure 1, one identifies three blocks 
of “1” containing each two cubes. It is easy to find the Z equation. For instance, the 
vertical block of “1” in the second column is defined for 0A =  and for 1B = , so it is 
the AB  block. The resulting Z equation is therefore:  
 
Z  +   BC AB AC= +  
 
It is the same that the equation obtained after simplification of the equation derived 
from the minterms.  
 

 
 

Figure 1. Karnaugh Map of Function Z 
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The implementation of this equation requires only 3 AND gates with two inputs 
followed by an OR gate with only three inputs (Figure 2). So the cost in terms of 
number of transistors is drastically reduced (nearly a factor 4) compared to the equation 
derived from the minterms. Such an implementation has been used in the past when 
small integrated circuits containing a few logic gates were available. These small 
integrated circuits were assembled on a printed board to implement the function of 
Figure 2. Today, with submicron CMOS technologies, digital circuits are designed 
using high-level hardware description languages (Section 3) and the design of basic 
CMOS cells are directly synthesized in CMOS transistors (Sections 4 and 5). 
 

 
 

Figure 2. Implementation of Z in terms of NOT, AND and OR gates 
 
3. VHDL Description of Combinational Circuits 
 
To cope with the complexity of digital circuits containing several millions of MOS 
transistors (in 2010, some microprocessors with their cache memories reach 1 billion of 
MOS transistors), it is impossible to use Karnaugh maps. A high-level language is the 
only way to describe a complex digital circuit. Today, two such languages are used: 
VHDL and Verilog. Then a CAD tool called a logic synthesizer is capable of translating 
this input description into a net-list of basic cells like NOR, NAND, XOR gates, but 
also 1-bit adders, flip-flops, latches, multiplexers, decoders, etc… Obviously, a VHDL 
description of a complete microprocessor comprises hundreds to thousands of pages and 
in this chapter, one is forced to present VHDL with a very small example: 1-bit full 
adder.  
 
A VHDL description provides two views of the circuit called design units: 
• an external view or entity 
• an internal view or architecture  
 
The entity defines the circuit name, its inputs and outputs and some optional 
parameters. It is therefore completely separated of the function.  
 
The internal view describes the architecture, and this can be achieved at three levels of 
abstraction: 
• behavioral level (what the circuit does, not its structure) 
• dataflow or RTL (register transfer language), mainly logical equations for 

combinational circuits 
• structural, a net-list based on other components such as basic gates 
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A B Cin Carry Sum 
0 0 0 0 0 
0 0 1 0 1 
0 1 0 0 1 
0 1 1 1 0 
1 0 0 0 1 
1 0 1 1 0 
1 1 0 1 0 
1 1 1 1 1 

 
Table 2. Truth Table of a Full Adder 

 
It is also possible to describe a VHDL model while using the truth table of a given 
combinational circuits. Table 2 shows the truth table of a 1-bit full adder (FA). Such a 
truth table is easy to set up: the two bit output (Carry, Sum) is the arithmetic sum of the 
three inputs. For instance, when only one “1” is present in the input vector (2nd, 3rd and 
5th lines), 0+0+1= 01 in binary, so Carry=0 and Sum=1. When there are two”1”, one has 
0+1+1=10 in binary, so Carry=1 and Sum=0. With three “1”, one has Carry=1 and 
Sum=1. The VHDL model can then be written as the following: 
 
Architecture TruthTable of FA is 
 subtype V2 is bit-vector (1 to 2) ; 
 signal Q : V2 ; 
begin with A & B & Cin select 
 Q >=  ‘00’ when ‘000’, 
  ‘01’ when ‘001’ 
  ‘01’ when ‘010’ 
  ‘10’ when ‘011’ 
  ‘01’ when ‘100’ 
  ‘10’ when ‘101’ 
  ‘10’ when ‘110’ 
  ‘11’ when ‘111’ 
 Sum <= Q(2); 
 Carry <= Q(1); 
end TruthTable ; 
 
This model defines a 2-bit vector Q for which Q(1) is the Carry and Q(2) is the Sum. So 
the model defines the value of Q while using 8 lines depending on the input vector 
(Q>= ‘00’ when ‘000’ etc…) and this statement is the truth table itself (Table 2).  
 
Generally, software tools such as logic synthesizers are capable of producing gate-level 
schematic from dataflow VHDL models (note however that they are not capable of 
synthesizing behavioral models). However, it is the goal of this chapter to describe how 
this synthesis procedure is performed from truth tables to MOS transistor schematic in 
CMOS technology.  
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4. Logic Gates in CMOS Technology 
 
The CMOS technology is today the mainstream technology, and even with beyond 
CMOS devices, the corresponding switches will have similar models than CMOS 
transistors. Transistor models for the design of CMOS basic cells are very simple. They 
are simple switches (Figure 3). The N-ch MOS device is conducting (“on” state) with a 
gate 1G =  and non-conducting (“off” state) with 0G = . The P-ch MOS device is 
conducting with a gate 0G =  and non-conducting with 1G = . 
 

 
 

Figure 3. MOS Transistor Model 
 
The structure of a CMOS combinational circuit is defined by a set of N-ch and P-ch 
transistors as well as by a set of nodes, i.e. interconnections between transistors. A 
serial-parallel network of transistors can be designed by successive serial or parallel 
composition operations. Such a network has always two nodes y and z that are the end 
points of the network. Figure 4 shows various networks such as a basic network with a 
single transistor as well as two networks resulting of the application of the two serial 
and parallel composition operations. Finally, an example of a complex transistor 
network is depicted. 
 
In a transistor network (Figure 4), as all the inputs xi are at ‘0’ or ‘1’, each transistor is 
either conducting or non-conducting. If there is a conducting path from y to z (Figure 
4), the network is conducting and it is non-conducting in the other case. The Conduction 
Function of the network is defined like the following:  
 
C(X1, X2, ...., Xn) is =1 if the network is conducting and =0 if it is non-conducting.  
 

 
 

Figure 4. Serial-parallel networks 
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Some examples of Conduction Functions are the following: 
• a single N-ch MOS controlled by x has a conduction function CN=x (Figure 4) 
• a single P-ch MOS controlled by x has a conduction function CN=NOT(x), as a P-

ch transistor is “on” with a ‘0’ on its gate (Figure 3) 
• the conduction function Cs of two serial networks with C1 and C2 as Conduction 

Functions is the logical AND of C1 and C2, due to the fact that the two serial 
networks have to be conducting to have a conducting path between y and z : Cs = 
C1 * C2 

• the conduction function Cp of two parallel networks with C1 and C2 as Conduction 
Functions is the logical OR of C1 and C2, due to the fact that only one network of 
the two networks has to be conducting to have a conducting path between y and z : 
Cp = C1 + C2 

 
Another type of expression is the Structural Expression which is directly derived from 
the transistor network. In the last example of Figure 4 (at the right), one can see a 
transistor network. One can extract from this network a Structural Expression called zN 
or zP depending if it is implemented with N-ch or P-ch transistors. Serial composition of 
transistors implies an AND operation and parallel composition of transistors implies an 
OR operation in the structural expression. Assuming N-ch transistors, the structural 
expression Nz  of Figure 4 is: ( ) ( )1 2 3 * 2 3Nz x x x x x= + + + . 

 
What is the relationship between Conduction Functions and Structural Expressions? To 
a structural expression corresponds a unique conduction function, but several structural 
expressions can correspond to the same conduction function. It is due to the fact that 
several serial and parallel transistor schematics can provide the same conduction 
function. One has: 
 

( ) ( )NC X1,  X2,  ....,  Xn   zN X1,  X2,  ....,  Xn=  
 

( ) ( ) ( ) ( )( )PC X1,  X2,  ....,  Xn   zP NOT X1 ,  NOT X2 ....,  NOT Xn=  
 
For the N-ch network, one can derive the conduction function CN by copying the 
structural expression zN. However, for zP, as P-ch transistors are conducting with a ‘0’ 
on their gates, the P-ch conduction function CP is obtained from the structural 
expression zP by inverting each input variable.  
 
A simple combinational circuit is constructed by two N-ch and P-ch serial-parallel 
networks of transistors, connected as shown in Figure 5, and for which the two 
conduction functions are complementary. Each N-ch et P-ch network is characterized 
by a conduction function: 
 

( ) ( )0C X1,  X2,  .....,  Xn  for N ch  and C1 X1,  X2,  .....,  Xn  for P ch− −  
 
The goal of the CMOS logic style is to have always one of the two Nch and P-ch 
networks non-conducting and the other conducting. On one hand, there is always a 
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conducting path between the output z and Vdd or Vss, and on the other hand, the result 
is that there is never a conducting path between Vdd and Vss. It is why CMOS 
technology is a low-power logic style, which is not the case of N-MOS logic style in 
which a load resistance between Vdd and the output results in a permanent current when 
the output is ‘0’.  
 

 
 

Figure 5. CMOS Combinatorial Circuit 
 
One has the following relation: ( ) ( )( )0 1C X1,  X2,  .....,  Xn   NOT C X1,  X2,  .....,  Xn=  
 
Figure 5 shows the structure of a CMOS gate with conduction functions C0 and C1. To 
represent the two N-ch and P-ch networks of a CMOS gate in a single expression, one 
can write the symmetrical logical equation like the following: 
 

( ) [ ] ( )0 1z  C X1,  X2,  ....,  Xn  0   C X1,  X2,  ....,  Xn [1]= +  
 
The symbol [0] means that the N-ch network is connected to Vss (logic 0) and [1] 
means that the P-ch network is connected to Vdd (logic 1).  
 
One has to notice that CMOS gates are always inverting gates (or negative gates). It is 
not possible to implement directly a positive gate like a buffer or a AND gate. To 
implement a buffer, one has to design two inverters in series, so two negative gates in 
series. For implementing a AND gate, one has to design a NAND gate followed by an 
inverter. So the building blocks of the CMOS are inverting gates and some design 
methodologies are based on this observation, providing efficient implementations. 
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