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Summary 

In environmental monitoring, many variables are measured at various stations over a 
long period of time. If analyzed properly, this large bulk of data can detect trends or 
changes in the environmental conditions, determine the effectiveness of pollution 
control actions, and reveal the interrelationships between the variables and the 
monitoring stations. The statistical techniques which are appropriate for doing such 
analysis are the seasonal Kendall test and slope estimator, ARIMA, and transfer 
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function models (for detecting trends or changes); intervention models (for determining 
the effectiveness of control actions); and multivariate analysis, respectively. To have 
meaningful statistical results, the data used for analysis must be of high quality. So, in 
addition to describing the use of statistical analysis, this paper also discusses quality 
assurance procedures in environmental monitoring. Control charts are an important 
component of quality assurance and this paper also examines how various types of 
Shewhart control charts are constructed. 
 
1. Introduction 
 
Many government agencies have established environmental monitoring programs. 
These monitoring programs generate a large bulk of data which can provide a great deal 
of information about pollution, trend, effectiveness of policy, and so on, with suitable 
statistical analysis. However to have meaningful statistical results, the data used for 
analysis must be accurate, reliable, and meet certain data quality objectives. So 
statistical analysis and quality assurance are two essential aspects of monitoring. 
Many statistical procedures have been used to analyze environmental data. For example, 
descriptive summary measures; graphical techniques; confidence intervals and 
hypothesis testing using the normal, t, chi-squared, and F distributions; analysis of 
variance; regression analysis; nonparametric statistics; time series models; and 
multivariate analysis are used. As the first five statistical techniques are commonly seen 
in many environmental statistics books, this paper concentrates on the last three 
statistical techniques that appear to have great potential for environmental applications. 
 
Quality assurance (QA) refers to all measures that are taken to achieve quality. It is 
often used in industry for the purpose of getting high quality products at lower costs. In 
environmental monitoring, QA is applied to ensure that the data generated meet defined 
standards of quality. Different monitoring programs have different QA systems. This 
paper considers only the generalized structure of a QA system in field sampling and 
laboratory analysis. Control charts play a major role in QA and so this paper also 
describes how they are constructed. 
 
This paper is organized into three sections beyond the introduction. The first section is 
devoted to the discussion of statistical analysis. The second section examines QA and 
control charts. The last section describes the computer programs that are available to 
carry out the statistical analysis and quality assurance. Throughout this paper, focus is 
given to statistical analysis and QA of water quality data. However, many of the 
principles given here can be used for other types of monitoring data, such as air quality 
data. 
 
2. Statistical Analysis 
 
The three classes of statistical analysis that are described in this paper are the seasonal 
Kendall test and slope estimator; time series models, and multivariate analysis. Table 1 
lists some important statistical methods within each class along with brief descriptions 
of their purposes. As summarized in this table, the seasonal Kendall test and slope 
estimator, the ARIMA model, and the transfer function model can be used to detect 
monotonic trends and estimate the magnitude of a trend. The intervention model, which 
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is a special case of the transfer function model, is often used to measure the impact of 
the interventions on the mean level of a time series. Multivariate analysis is used to 
discover the relationships that exist between the environmental variables and the 
monitoring stations from which the sample measurements are taken. 
 

Analysis Description 

Nonparametric method  

Seasonal Kendall test and slope estimator A nonparametric test used to detect a trend in 
a seasonal time series and to estimate the 
magnitude of the trend. 

Time-series model  
ARIMA model A type of time-series model in which the 

series to be forecast is expressed as a function 
of both previous values of the series (AR 
terms) and previous error values from 
forecasting (MA terms). The model can be 
used to indicate whether there is a trend in the 
data and whether the future values of the 
series comply with the environmental 
standards.  

Transfer function model A type of time-series model that relates the 
value of a time series to other related series. 
The model can be used to estimate the 
magnitude of the trend.  

Intervention model A special type of transfer function model used 
to determine the effects of the interventions 
on the mean level of a time series. 

Multivariate analysis  

Principal components analysis Multivariate technique used to reduce many 
original variables to a few linear combinations 
of them called principal components that best 
represent the original data. The plot of 
component scores is used to see whether the 
observations can be grouped into clusters. 

Factor analysis Multivariate technique used to analyze the 
interrelationships among a large number of 
variables and then explain these variables in 
terms of a few common, underlying 
dimensions called factors. 

Discriminant analysis Multivariate technique used to classify 
observations to one of a set of a priori defined 
groups on the basis of their values on a set of 
independent variables. 

Cluster analysis Multivariate technique used to classify 
observations into several mutually exclusive 
groups based on their similarities and 
differences. 

Multidimensional scaling Multivariate technique used to construct a 
map showing the relative location of the 
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objects from a table of distances between 
them. 

Table 1. Statistical analyses and their descriptions 

Environmental data are often “messy.” They may be non-normally distributed, have 
missing values, possess outliers, and contain censored values which are reported as less 
than the limit of detection (LD). Before applying a statistical method, one should check 
whether the method can still be used with data having these characteristics. If not, these 
problems have to be handled first before using a statistical method. 
2.1. Seasonal Kendall Test and Slope Estimator 
 
2.1.1 Seasonal Kendall Test 
 
The seasonal Kendall test is a nonparametric test used to detect monotonic trends 
especially in seasonal data. Like the other nonparametric tests, the seasonal Kendall test 
does not depend on the data being normally distributed. Suppose there are K years, each 
having s seasons. Let xij denote the measurement for the ith season in the jth year and xik 
denote the measurement for the ith season in the kth year, where k > j . To carry out the 
test, the following Mann-Kendall test statistic is calculated for season i of the year 
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Under the null hypothesis of no trend, Si is approximately normally distributed with the 
mean and variance as 
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where ig  is the number of groups of values tied in season i and ipt  is the number of ties 
in the pth group for season i. If, for example, there are three groups of ties each of size 
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A single value of Si indicates whether there is a trend in season i. In order to know 
whether there is an overall trend for the entire environmental time series, all the 
seasonal test statistics are combined into a summary test statistic. 
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As the sum of s normal distributions is still normal, S ′  must also be normally 
distributed in the limit with the mean and variance as: 
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Using a continuity correction of one unit, the quantity 
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follows a standard normal distribution. Let 2αz  denote the value of the standard normal 
distribution with an area to the right of this value equal to 2α . The null hypothesis of 
no trend will be rejected at a significance level of α  if Z > αz  (test of an upward trend) 
or Z < - αz  (test of a downward trend). The decision rule for a two-tailed test is Z > 2αz  
or Z < - 2αz . 
 
As seen in Eqs. (1) and (3), the seasonal Kendall test can cope with missing and tied 
observations in the data. When there are outliers that arise from obvious mistakes, they 
are corrected if possible and the correct value is inserted. If the correct value is not 
known and cannot be obtained, the datum may be excluded and considered to be the 
missing value case. However if the observation is a genuine value, the outlier should be 
retained. As the seasonal Kendall test considers only the sign rather than the absolute 
magnitude, it may not be seriously affected by the presence of a few outliers. 
 
As for “less than LD” values, they are considered to be tied with each other and lower 
than any numerical value at or above LD. If LD has been changed over time from LD1 
to LD2 (where LD2 < LD1) due to the development of more sensitive instruments, then 
all data indicated as “less than LD2” as well as any numerical values “less than LD1” 
must be recoded to “less than LD1,” and then the test can be run as described above. 
Also the test can be used if there is no strong serial dependence in the data. The above 
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formula of Var(S′) assumes that each of the Si is an independent variable. If the seasons 
are correlated, then the covariance terms between Si and Sj have to be included into the 
formula of Var(S′). 

2.1.2. Seasonal Kendall Slope Estimator 

The seasonal Kendall test can only determine whether there is a trend or not. To 
estimate the magnitude of a trend, the seasonal Kendall slope estimator is used to 
calculate a slope that provides a measure of the rate of change of a variable per unit of 
time. 
 
To obtain the seasonal Kendall slope estimator, the first step is to compute the 
individual slope estimate 
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for all (xij, xik) pairs in season i, inkj ≤<≤1 . Suppose there are iN ′  slope estimates that 
can be calculated for season i, i = 1, 2 , …, s. The seasonal Kendall slope estimator is 
the median of all the sNNNN ′++′+′=′ …21  individual slope estimates. The lower 
100(1 − α)% confidence limit is the M1th largest of the N ′ ordered slope estimates 
where 
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The upper 100(1 − α)% confidence limit is the ( )12 +M th largest value of the N′ 
ordered slope estimates where 
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2.2. Time Series Models 

In this section, three types of time series models are described, namely ARIMA models, 
transfer function models, and intervention models. Contrary to the nonparametric 
seasonal Kendall test that is distribution free, all the time series models considered here 
are based on the normality assumption of the residuals. Also, all these time series 
models require a sufficient number of observations collected at equal time intervals. So 
these models cannot be used with small data sets.  
 
If available measurements are not evenly spaced, data filling is needed. Furthermore, the 
fitting of these models to the data is not straightforward as compared with the 
nonparametric test. However, the time series models have their own advantages. In 
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particular, they can handle any autocorrelation that may be present in the data. Also they 
can provide better understanding on how some external activities affect the 
environment. 
 
Before discussing each type of time series model, some usual strategies in making the 
data suitable for analysis are presented below. First, if the data are non-normally 
distributed, they are transformed to near normality. Second, if there is a small 
proportion of missing values, they may be replaced by the average of the observations 
within the respective season of the year.  
 
The Statistical Analysis System (SAS) software package has a procedure (EXPAND) to 
interpolate the missing data and include these interpolated values for analysis as if they 
were actual data in the first place. Third, for values recorded as “less than LD,” they 
may be replaced by a number equal to half of that LD. This procedure is found to be 
reasonable and may be seen as a consequence of assuming a uniform distribution in the 
small interval of nondetection and estimating the unknown value by the corresponding 
mean.  
 
Fourth, if a seasonal time series has multiple observations in a season of the year, then 
the sample mean or the sample median of the observations is used to represent the value 
of the variable for that season so that the data set consists only of one observation for 
each season of the year. Fifth, if there are outliers, they may be removed and treated as 
missing value case because they may affect the analysis. 
 
- 
- 
- 
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