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Summary 
 
A standard procedure to estimate the parameters of a mathematical model from 
experimental data is to minimize a cost function quantifying the distance between the 
output of this mathematical model and the observed behavior of the system to be modeled. 
This cost function may be deduced from hypotheses about the statistical distribution of 
the noise corrupting the data.  
 
The present topic-level paper describes an alternative approach based on the hypothesis 
that a set of acceptable errors has been defined. The task is then to characterize the set of 
all values of the parameter vector that are such that the error remains acceptable. The 
methods for achieving this task depend on whether the error is affine or not in the 
parameters, just as in the case of more conventional estimation by minimization of a 
quadratic cost function. 
 
1. Introduction 
 
Mathematical models turn out to be extremely helpful when decisions have to be taken in 
complex situations, for instance for fault diagnosis or to compute a control input in order 
to obtain appropriate behavior of a system. Very often, such models consist of a set of 
algebraic or differential or difference equations that depend on a vector θ of unknown 
parameters.  
 
This vector has then to be estimated (or identified, or calibrated), based on the available 
prior information (or hypotheses) and experimental data. Assume that these experimental 
data have been collected in a vector y. To make θ uniquely identifiable from y, the 
number of data points should be at least equal to the number of unknown parameters, i.e., 
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dim dim ,≥ θy  (1) 
 
but usually many more data points are collected, in the hope of averaging out the effect of 
measurement noise and other perturbations.  
 
Therefore, it becomes in general impossible to find a value of θ such that the 
corresponding model behaves exactly as the system described. This is why a standard 
procedure is to take as the estimate θ̂  of the parameter vector the value of θ that 
minimizes some cost function J(θ) 
 
θ̂ arg min ( )J= θ  (2) 
 
The cost function J(θ) may, for instance, be a weighted sum of the squares of the 
differences ei(θ) between the entries yi of y and the corresponding model outputs ym(i, θ), 
which may be computed analytically or by simulation software. One then speaks of a 
quadratic cost function 
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 (3) 

 
where 
 

m( ) ( , ) ,i ie y y iθ = − θ  (4) 
 
and where the positive weights wi should be chosen in such a way as to express the 
relative degree of confidence attached to the various data points yi. The index i only 
serves to designate a given element in the database.  
 
It may correspond to the ith time instant at which a measurement was performed on a 
single-input single-output system, but this is not necessarily so; and static systems 
together with multi-input and multi-output systems can be considered in the same 
framework. A maximum-likelihood approach can be used to deduce J(θ) from 
information (or hypotheses) on how the measurements are perturbed. A typical type of 
hypothesis is 
 
H1: the data satisfy 
 

*( , ) , 1, ..., dim ,i iy y i iε= θ + = y  (5) 
 
where θ∗ is some “true” value of θ, forever unknown, and the εis are independently 
identically distributed according to a Gaussian law with zero mean and variance σ2. 
 
Under H1, a maximum-likelihood estimate of θ is obtained by minimizing the cost 
defined by Eq. (3) with wi = 1 whatever the value of σ2. This is one of the many 
justifications of the almost universal use of quadratic cost functions in parameter 
estimation.  



UNESCO – 
EOLS

S

SAMPLE
 C

HAPTERS

CONTROL SYSTEMS, ROBOTICS AND AUTOMATION – Vol. VI - Bound-Based Identification - Eric Walter 

©Encyclopedia of Life Support Systems (EOLSS) 

However, a maximum-likelihood approach may also lead to a nonquadratic criterion, 
even in the case of Gaussian noise, when the variance of the noise is unknown and 
parametrized. When a prior distribution is available for θ, various options based on the 
Bayes formula are available to incorporate this information into the cost function, thus 
allowing a reduction in the number of experimental data points to be collected. 
The purpose of the present group of three papers is to describe an alternative approach to 
parameter estimation, known as bounded-error estimation or set-membership estimation 
or parameter bounding. 
 
- 
- 
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