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Summary 
 
Many processes in industry belong to the class of intermittent processes – the iterative 
learning control (ILC) and repetitive control (RC) schemes are suited to a special 
subclass of these processes, the cyclic processes. Whereas normal controllers do not 
benefit from the repetition of the trajectories, the two learning control schemes improve 
the system output from cycle to cycle. ILC and RC can be employed in practically every 
cyclic process. This chapter gives a brief overview of the different techniques and 
control strategies, the required system models, the fields of application and the use in 
real industrial setups. 
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1. Introduction 
 
The control of intermittent processes is a task often encountered in a variety of 
situations. Every real life process being of finite duration, any control task which has 
anything to do with practical implementation indeed involves the control of an 
intermittent process. We here, however, are concerned with a special class of 
intermittent process, viz. with intermittent processes in which one or more process 
variables occur cyclically. We subsume such processes under the heading cyclic 
processes. Of interest are the variables of the process over a sequence of individual 
cycles. Cyclic processes often met are characterized by the following properties:  
 

a. The reference inputs to the process are identical for the individual cycles.  
b. The process starts every cycle with the same initial conditions.  
c. The interval between any two consecutive cycles need not necessarily be the 

same. 
 

Examples of processes with these properties are  
 

• robot arm movements in a manufacturing plant 
• the transition of a process to its operating point whereby various variables 

of the process are required to follow prescribed runs 
• discontinuous extrusion of metals and plastics 
• batch processes in bio technological reactors.  

 
Processes with the above properties can be very effectively dealt with employing 
iterative learning control (ILC) which is the main theme of this chapter. 

 
A second class of cyclic systems is of cyclic systems in which  

 
d. the process starts a cycle with initial conditions which are the end conditions of 

the    previous cycle. Control methods employed for these systems are termed 
repetitive control.  

 
If furthermore 

 
e. the interval between two consecutive cycles is a constant, one has periodic 

processes. An example of a periodic process is the motion of a mirror in an 
infra-red scanner camera to be described later in this  chapter. 

 
The chapter is organized as follows. In Section 2 we give the definitions and physical 
and mathematical models concerning cyclic processes and their controls. Section 3 
gives control schemes which can be employed for cyclic processes and their relative 
merits. It becomes clear that ILC is the method of choice for all processes with a 
nonzero inter-cycle time. Repetitive control is more suited to the process classes d) and 
e). Section 4 gives a scheme for designing ILC for real world applications. Robustness 
issues are discussed in Section 5. In Section 6 case studies of the application of ILC for  
 

a) the design of temperature control in extruders and  
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b) the control of the transient phase of a multivariable process control and  
c) repetitive control of a scanner mirror of an infra-red camera 

 
are given. Furthermore, results of experiments conducted with industrial systems 
employing ILC are cited. These show the power of the ILC and RC control methods.  
 
Many industrial processes have a cyclic character: they are repeated in more or less the 
same manner. Iterative learning and repetitive control systems take advantage of this 
kind of behavior: every process cycle i.e. the process input and output signals over a 
finite horizon of time can be considered as an observation of the process behavior.  
 
The exploitation of this surplus of information (compared to a standard feedback control 
system) yields a higher system performance from process cycle to process cycle.  
 
 
 
2. Definitions, Physical and Mathematical Models  
 

 
 

Figure 1: Classes of cyclic processes 
 
2.1. Classes of Cyclic Processes 
 
In order to elucidate the learning schemes of iterative learning and repetitive control 
schemes, one has to understand the nature of a “cyclic” process. We use definition 2.1 
for a cyclic process:  
 

 
 

Figure 2: Left: cyclic process with no time delay between the cycles and without 
variations in the initial state at the beginning of a cycle, right: cyclic process with time 
delay between the cycles and without variations in the initial state at the beginning of a 

cycle 
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Definition 2.1 (Cyclic process): A process (or dynamical system) is called cyclic if one 
of the process variables (e.g. the reference input ( )d ty ) of duration kT is repeated 
similarly over the cycles: 
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(with ( )d ty the run of the desired value during the cycle and ( )d ty the desired value 
between the cycles 
 
-in many cases 0or unspecified). In such a case that output ( )ty has similar runs over 
the individual cycles. Then we have:  
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Figure 3: Cyclic process with time delay between the cycles and variations in the initial 
state 

 
Furthermore  
 

1k k kT+τ ≥ τ + .        (3) 
 
The time kT is called duration of the k -the cycle. 
 
Ideally, ( )ty would converge fast to ( )d ty for some k . Figure 2 and 3 give an 
overview of the different types of cyclic processes.  
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2.2. System Models 
 
For the study of ILC systems and especially for the design of  a proper ILC controller 
(i.e. operator),a system model is of advantage. In fact, the more information about the 
system one can provide, the better will be the results of employing the ILC-scheme.  
 
The most general form of a system model is given by Def. 2.2. Repetitive and iterative 
learning control systems are necessarily sampled data systems, as the samples of the in/- 
and output-trajectories have to be stored. Hence modeling the systems in the sampled 
data domain is the appropriate approach.  
 

 
 

Figure 4: System with multiple in-and outputs 
 
Definition 2.2 (Dynamical Sampled Data System): The response ( )iy of a dynamical 
system to the input ( )iu can be described using the following operator equation:  
 

( ) { ( )}i i=y uS         (4) 
 
with 
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the output vector qy∈R and pu∈R the input vector. The system operator {}⋅S can 
be linear, nonlinear, or time-variant.  
 
The system operator given in Def. 2.3. can be generally expressed in terms of the state 
equations:  
 

( 1) ( ( ), ( ), )i i i i+ =x f x u        (6) 
 

( ) ( ( ), ( ), ), , ,q p Mi i i i=y g x u y u x∈R ∈R ∈R .   (7) 
 
Nonlinear state equations which are obtained by considering the physical laws 
governing the process are well suited for system simulation. For most applications 



UNESCO – 
EOLS

S

SAMPLE
 C

HAPTERS

CONTROL SYSTEMS, ROBOTICS AND AUTOMATION – Vol. X – Control of Intermittent Processes - Madhukar Pandit and 
Heiko Hengen  
 
 

©Encyclopedia of Life Support Systems (EOLSS) 

however, a linear approximate description of the system is sufficient and more 
convenient.  
 
2.2.1. Transfer Function Models 
 
Most control engineers are used to employing transfer function models for controller 
design. In the continuous time case, the differential equation of a linear technical SISO 
system is given by  
 

1 0 1
( ) ( ) ( ) ( )( ) ( )

m m

m mm m
dy t d y t du t d u ty t a a b u t b b

dt dtdt dt
+ + = + + +… … . (8) 

 
The transfer function is obtained by applying the L -Transform:  
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Transfer functions in the s-domain are well known and widely used models. They will 
de used for the introduction of the repetitive and iterative learning control 
methodologies (see Section 3). For the sampled data case, a transfer function model (in 
the z-domain) represents the Z -transform of the following difference equation:  
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The transfer function is then given by: 
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2.2.2. Finite Horizon Operator Models 
 
For dealing with iterative learning control systems, a finite horizon operator model is 
well suited. This is because the control operator can be directly calculated by solving a 
least squares problem.  
 
Then the input relations are depicted as follows: the trajectories are considered over an 
interval [0,( 1) ]sN T− ⋅ ,with sT the sampling time. The sampled data of the system 
input-, output- and desired trajectory is expressed in vectorial form: 
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The elements of the vectors ,k ku y and dy are the sampled values of the time functions 

( ), ( )k ku t y t and ( )dy t (with k the cycle index). Assuming a cycle duration 

k sT N T= ⋅ with N samples and the sample time sT , one obtains vectors of the 

dimension 1N×\ . In the case of a multiple input multiple output (MIMO) system, one 
obtains block vectors ,k ku y and dy . Now the relation between input and output is 
given by  
 
= +y Gu f .         (13) 

 
To be precise, we have the following: 
 
Definition 2.3 (System model for ILC design): A finite horizon operator model for 
ILC design describes the system output composed of the forced response dependent on 
the system input and the free response which is only dependent on the initial state 

{ , } .u u= +y u y fS S is the system operator describing the forced dynamics, f depicts 
the free response. In the case of a linear system model one obtains = +y Gu f . 
 
The model +Gu f (impulse response model), can be derived in a straightforward 
manner by solving the state equations iteratively. For a linear state space model (with 
M the number of states 1, ,M M M q× ×x A∈R ∈R the number of system outputs 

, ,q M q p p× ×C D∈R ∈R the number of system inputs )M p×B∈R , given by the 
following state equations,  
 

( 1) ( ) ( )i i i+ = +x Ax Bu        (14) 
( ) ( ) ( )i i i= +y Cx Du , 

 
the expansion of the state equations w.r.t. the system output y over a horizon of 
N samples yields: 
 

0 (0)= +y G x Gu         (15) 
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The matrixG is the impulse response matrix of the system. The free response can be 
calculated using 0 (0)=f G x  
 

 
 

Figure 5: The impulse response matrix G as a 3-D plot 
 
- 
- 
- 
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