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Summary

The requirements for high quality data are increasing as environmental monitoring and analysis become more sophisticated. For example, geographical information systems (GIS) and geostatistics provide valuable tools for spatial analysis, but the accuracy of the results depends on the reliability of the data that they use. This, in turn, depends on sound survey and sampling. There is a need to decide at the outset what kinds of predictions are required. If global or class means are the chosen predictors, then the sampling scheme should be design-based with randomized sampling locations. For local estimation by kriging or other methods of interpolation the sampling should be model-based. Geostatistical methods also provide a rationale to optimize sampling whether the data are to be analyzed by classical statistics or geostatistics.
The case studies illustrate how different kinds of sampling schemes can be used to determine the spatial scale of variation and hence guide future sampling, how to predict values depending on the nature of the data, and how to design optimal sampling schemes once the variogram is known.

1. Introduction

Features of the environment, such as the soil, atmosphere, landform, oceans, rocks, groundwater, and so on, have properties that vary from place to place and through time. Describing and analyzing variation over the Earth are central to geoinformatics. The emphasis in this Topic-level will be on the spatial component of variation. The variation of interest might be in one or two dimensions, laterally or vertically, or in three dimensions. Here the focus is on lateral changes in one and two dimensions, but the principles can be applied to vertical and three-dimensional variation. The case studies in the second part of this Topic-level are examples from soil science, but the methods can be applied to most branches of environmental science.

Environmental features cover large areas and their spatial variation results in what we recognize as different types of vegetation, rocks, soil, and climate, for example. The transition between different kinds of rock is usually sharp such that discrete units occur with sharp boundaries between. Nevertheless, there is often continuous variation within these units. For the soil and atmosphere, for example, variation is more continuous; the transition between different types of soil and climate can be sharp but it is more likely to be gradual. The steep slope in Figure 1 represents a discontinuity where the value of the property changes rapidly over a short distance. We could regard the two sections of the diagram on either side of the discontinuity as different types of rock or soil, within each of which the property varies continuously.

Environmental properties can also vary at spatial scales that range from microns to hundreds of kilometres, i.e. over several orders of magnitude simultaneously. This is widespread in the environment. For example, seven different scales of spatial variation (nested variation) were identified in the Lorraine iron ore deposit, ranging from 15 μm to several hundred metres. This can arise from the variation of a single process operating at several different scales or from the interaction of several independent processes that operate at different characteristic spatial scales. For example, the observed variation in soil arises from the effects of climate, geology, physiography, hydrology, trees, earthworms, micro biota and so on. As a result patterns in the variation of properties can occur at many levels of spatial scale, one nested within another.

In general, it is impossible to observe and or record environmental properties at all places. Even within a small drainage basin there will be an infinitely large number of possible locations at which observations could be made. Information about environmental properties usually derives from small areas (supports) at selected locations (sampling points) that are separated by much larger areas. Therefore, the detail observed in the variation will depend on the extent to which the intensity of the observations resolves the variation at the level of interest. The latter might be an experimental plot, an agricultural field, a drainage basin, a river system, a mountain range, a country, etc. Since the sample information is generally sparse there are
intervening spaces about which nothing is known and for which predictions are required. The complexity of environmental variation, however, makes prediction difficult.

In spite of the inherent complexity of environmental variation experience has shown that the values of most spatial properties are more similar at places that are close together than those at places that are further apart. In other words there is some spatial correlation in the values at sites that are close together. This relation gives rise to pattern or underlying structure in the variation, which we often want to identify and describe. It can provide clues about the causes of variation, aid prediction and indicate areas that might require different forms of management. It is also important to note that what we observe as structure or spatially correlated variation at one spatial scale or level of resolution can appear as “noise”, or uncorrelated variation, at another. Figure 1 shows four possible scales of spatial variation superimposed on one another. That defined by the two classes (on either side of the steep slope) might be over kilometres. Within the classes there are intermediate scales of variation: over hundreds of metres in the right-hand class and over tens of metres in the left-hand one. Superimposed on both of these is the very local variation over distances of less than a few metres. If observations were made at distances greater than the extent of the intermediate scales of variation only the difference between the two classes would be identified. The variation remaining within the classes would be regarded as noise. If the observations were intensive enough to resolve the two intermediate scales of variation, then only the very local variation would appear as noise.

![Figure 1: Different scales and types of spatial variation: the horizontal axis represents distance and the vertical one the values of some environmental property.](image-url)
This Topic includes four Articles: Biogeography, Landform and Earth Surface, Land Hydrology and Geology. This list is necessarily a sample of the wide range of subjects that might be included within the general field of sample data and survey of relevance to geoinformatics and life support systems. The Articles were selected to cover the main domains that affect life support systems (e.g., biosphere, hydrosphere, geosphere). The treatment in each Article is rather different, reflecting each author’s preferences. However, each Article covers the basic instrumentation and techniques required for measurement in the field. Such measurement requires some decision over sampling, either implicitly or explicitly (e.g., through sample design). Thus, this Topic-level sets the scene for the Articles that follow in this Topic, with an emphasis on sample data and the theory underlying survey.

2. Survey

Surveys are the framework within which environmental scientists obtain information to describe and analyze the phenomena of interest over a given area. The term survey has two broad meanings in the spatial context. Conventionally, it is the basis for mapping features of the environment in an area, such as the soil, geology, physiography, vegetation, etc. The aim is to define areas that are similar, i.e. they have minimum variation within them, and are delimited by boundaries where there is more marked change in several properties simultaneously or even abrupt change as in Figure 1. Such surveys tend to be general purpose and provide largely qualitative information. Increasingly, surveys are the basis for obtaining and recording georeferenced information about specific features and properties. For example, farmers do specific surveys to obtain information on the nutrient status of their fields for managing fertilizer applications. The resulting information may be quantitative or qualitative, or both. The data from such surveys can then be analyzed in various ways that need not only result in mapping (see Landforms and Earth Surface).

Surveys have been associated traditionally with obtaining information from sample locations, but there is a growth in survey information from sensors. These can provide complete cover of information, for example remotely sensed data from satellites or ground based radiometers, electromagnetic scans, crop yield monitors, radar and so on. They are being used to provide information on ground cover, elevation (LiDAR, see Landforms and Earth Surface), the soil, crop health, rainfall, and may other components of the environment. Such data are described elsewhere in Landforms and Earth Surface. The focus in this chapter will be mainly on surveys to obtain information from sampling.

3. Spatial Sampling

There is no single optimal approach to sampling, but it should be planned with care because sound sampling is central to the accurate estimation or prediction of properties for areas of any size. Poorly designed and inadequate sampling can lead to biased predictions with large errors which, in turn, can have consequences for decision-making. Sampling should also be efficient and this requires information on the variation of the properties. For the classical approach to estimation, knowing the variance or standard deviation of one or more properties can increase the efficiency of sampling.
For the geostatistical approach to prediction, the spatial correlation structures of the properties should be known. The aim of sampling is to reveal information and to enable meaningful statements to be made about the population with confidence.

At the outset before planning sampling, consideration must be given to the following:

1) At what spatial scale should we investigate environmental properties?
2) What is the sample support?
3) What is our population?
4) What kind of sampling scheme should we use?
5) How many samples should we take?
6) What should the interval between sampling locations be?
7) How should we predict values at intervening places?

First, we must define the domain, $D$, of interest so that every point can be assigned to it or not with certainty. This will also define the level of interest and the scale of investigation, such as an experimental plot, a field, or an entire country. The area or volume of material on which observations or measurements are made must also be defined. This is the sample support, which has size, shape and orientation. For example, it is the quadrat in vegetation surveys, the core of soil taken from the ground in soil survey, or the volume of water taken from a river, lake or sea, and so on. In general, the support is very small compared to the region being investigated. The size of the support is often increased by taking several samples from a given area and mixing them to produce a bulked sample. This can diminish the sampling effects that are associated with taking a single sample from each location and it ensures that the information from a site is representative of the surrounding area.

Within $D$ are the units that have the dimensions of the supports; this is the population. If only certain areas within $D$ are of interest, the units falling within the latter constitute the target population. The domain and population should be defined for both spatial and non-spatial statistical analyses. In general, a subset of the units in the population is selected – this is the sample.

The kind of sampling scheme chosen will depend on the approach chosen to predict values of the properties of interest at unsampled places. For instance, will the mean values of the properties observed for the entire area or for strata within the area be used for estimation? This will require a design-based sampling scheme. Or will the information be used to predict locally, either using mathematical interpolators or geostatistical ones? For this model-based sampling should be used.

3.1. Design-based Sampling Schemes and Estimation

Design-based sampling is essentially the classical statistical approach to sample design, which aims to estimate the population parameters, such as the mean and variance, without bias. The population is the set of all units of interest. The measured values for the property of interest can be written as $z(X_i), i = 1, 2, \ldots, N$, where $X_i$ represents random locations. The probability of selecting any site is determined by the sampling design. The randomization of the sampling provides a probabilistic basis for inference.
Excluding measurement error, the only variation that plays a role is that resulting from the sampling process. For design-based sampling the number of samples is more important than their geographical location or spacing.

### 3.1.1. Simple Random Sampling

\[
s^2(X_0) = s^2 + \frac{s^2}{N},
\]

In simple random sampling the \( N \) units are chosen with equal probability from the target population in \( D \). The mean and the variance of the data, \( z \), are unbiased. The global mean, \( \bar{z} \), can be used to predict \( z \) at a specified location, \( X_0 \), or at all places in the region. The estimation variances are different, however. For a point the estimation variance is

and for the mean within \( D \) it is

\[
s^2(D) = s^2 / N.
\]

where \( s^2 \) is the sample variance.

The estimation variance and its square root, the standard error, depend on the number of individuals, \( N \), in the sample. For a given error, \( s(D) \), that can be tolerated in the estimate from the survey at the 95% confidence level, the size of sample can be calculated from

\[
N = \left( 1.96 s \right)^2 / s^2(D).
\]

The size of sample is likely to be large and it will increase as the variance increases. The efficiency of sampling can be increased by stratification.

### 3.1.2. Stratified Random Sampling

The region is divided into strata, \( D_k \), \( k=1,2, \ldots, K \), each of which is represented by a few units chosen at random. If the strata are equal in area and contain the same number of sample points, the mean, \( \bar{z} \), of all observations estimates the population mean without bias. If other sizes are chosen then the mean in \( D \) is calculated as the weighted average of the individual stratum means, with weights proportional to the \( |D_k| \). The estimation variance of stratified sampling depends on the variance within the strata, or the pooled within-stratum variance. It is given by

\[
s^2(D)_{\text{stratified}} = \sum_{k=1}^{K} w_k^2 s^2(D_k),
\]

where \( s^2(D_k) \) is the estimation variance within stratum \( D_k \) and \( w_k \) is the weight assigned to the stratum. The weights should sum to 1 to avoid bias.
This scheme can be elaborated depending upon what is known about the region and the variation within it. For example, the strata could have unequal spatial extents and different numbers of individuals per stratum. To combine the data from several strata we assign a weight \( w_k \) to each stratum such that

\[
w_k = \frac{\text{area of stratum } k}{\text{total area}}.
\]  

(5)

The estimation variance is then given by

\[
s^2(D)_{\text{stratified}} = \sum_{k=1}^{K} \frac{w_k^2 s^2(D_k)}{n_k},
\]  

(6)

where \( n_k \) is the number of observations per stratum. Stratification is also the basis of classification, which has been the classical approach to prediction in many environmental sciences. In this case the strata are not arbitrary, but have been identified as different types of rock or soil, for example. The estimator is a simple weighted sum of the \( n \) data in a class

\[
\bar{z}_k = \frac{1}{n_k} \sum_{j=1}^{n_k} w_j z_j,
\]  

(7)

where \( w_j \) is the weight of the \( j \)th sampling point in class \( k \). For classification the weights for a class are given by

\[
w_j = \frac{1}{n_k} \quad \text{if } j \in k,
\]  

(8)

otherwise \( w_j = 0 \).

If the classification accounts for all of the spatially correlated variation then the class mean is the best estimate of the property and one can do no better. However, if there is spatially dependent variation remaining within the classes then local detail is lost (see Figure 1, for example). For any stratification (classification) the precision of the estimates depends on the degree of subdivision in the population.

### 3.1.3. Systematic Sampling

Sampling is usually most efficient when done on a regular grid. There are two disadvantages, however: it provides no ready estimate of the estimation variance and it can lead to biased estimates of the mean. The first arises because once the origin and orientation of the grid are decided no further randomization is possible. The estimation variances may be approximated, however, by a method such as Yates’ balanced differences. Bias can arise where there is trend or periodicity in \( z \) in the region. Periodicity is usually evident and an interval and orientation that is “out of tune” with it can be chosen. Alternatively a non-aligned scheme can be used in which each sampling
point on the grid is offset from its node by a random distance along its row and down its column according to a predefined rule.

3.1.4. Nested Sampling

The nested sampling scheme for spatial data is an adaptation of classical multi-stage sampling. The initial aim was to increase the efficiency of replicate sampling based on knowing the separating distance at which most of the variation occurred. It is a design-based approach to sampling, but because it can be used to produce a first approximation to the variogram the method is described in detail later in section 3.3.
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